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We report measurements of the Na(n, p) differential cross section at an incident energy of 198 MeV and

angles from 0' to 24 using the TRIUMF Charge Exchange Facility. From these data we determine Gamow-
Teller (GT) transition probabi1ities to low lying 1/2+, 3/2+, and 5/2 Ne states and the GT" strength
distribution up to 25 MeV excitation energy. The values of BGT to discrete states, and the GT+ strength below
10 MeV, are found to be in reasonable agreement with a full 1s-Od shell model calculation with a normaliza-
tion factor of about 0.74. The GT+ strength above 10 MeV suggests the removal of strength from lower to
higher excitation energies. We also compare the Na(n, p) data with Na(p, , v) data and find agreement
between the values of BoT to discrete levels extracted from the (n, p) and (p, , v) reactions. The general
consistency of the (n,p) and (p, , v) data, and the full ls-Od shell model calculation, give confidence in a
recent extraction of the weak pseudoscalar coupling from p, capture on Na. Finally, using both

P -decay and /L capture data, we obtain unit cross sections from the Na(n, p) measurement.

PACS number(s): 25.40.Kr, 23.40.—s, 24.30.Cz, 27.30.+t

I. INTRODUCTION

A major discovery in nuclear physics was that the (p, n)
and (n,p) charge exchange reactions, at medium energies
and forward angles, provide an unambiguous signal of spin-
isospin (Gamow-Teller) transitions in nuclei [1,2]. The dis-
covery has led to the use of these reactions to explore
Gamow-Teller (GT) strength in nuclei from the determina-
tion of GT matrix elements that govern stellar collapse
[3—5], double P-decay [6], and neutrino detection [7], to the
investigation of GT quenching.

The (p, n)/(n, p) reaction can also be a valuable tool in
the extraction of the weak pseudoscalar coupling from mea-
surements of p, capture on nuclei. The nucleon's weak
pseudoscalar coupling g„ is induced by the effects of its
strong interaction on its weak interaction. In the partially
conserved axial current (PCAC) hypothesis [8] g„ is due to
single-pion exchange between the leptonic and nucleonic
currents in semileptonic weak processes. It predicts g„lg, =
6.7 ~ 0.2 [9] in agreement with the free nucleon experimen-
tal value g„/g, = 6.9 ~ 1.9 [10]. In a nucleus, however,

g„may be different —indeed measurements of radiative p,
capture (RMC) on nuclei [11,12] have suggested the intrigu-
ing possibility of a large g„enhancement in light nuclei and
a large g„quenching in heavy nuclei. These suggestions are,
however, contentious and a recent measurement of the hy-
perhne effect for several GT transitions in ordinary p, cap-
ture (OMC) on Na yields g„/g, =7.6~ z 5 [13],consistent
with the free nucleon value of g . An important test of the
extraction of g„/g, from the p, Na data is a determination
of the Na —+ Ne GT matrix elements. The GT matrix
elements are the dominant matrix elements in the measured
p, Na transitions and their determination is therefore the
best test of the nuclear model used to extract g~ lg, from the

data. Agreement between the measured and calculated Na
Ne GT matrix elements would build confidence in the

value of g„lg extracted from the p, Na data. Since these
GT transitions are inaccessible to P-decay, the (n, p) reac-
tion on Na, at medium energies and forward angles, is the
natural choice for this determination.

The 1s-Od shell model of nuclei between ' 0 and Ca
represents the most successful application of the shell model
in nuclear physics. A benchmark test of the the 1s-Od shell
model has been the comparison of measured and calculated
GT strength distributions in the (p, n)/(n, p) reactions on a
number of tV= Z ls-Od nuclei [14].These comparisons show
general agreement between measurement and calculation if
the free nucleon GT operator is quenched by -40% in nu-

clei. This quenching is usually attributed to a combination of
2&to configuration mixing [15] and delta-hole states [16]
shifting GT strength from lower to higher (and therefore un-

observed) excitation energies. However, a more stringent test
of the model is the calculation of GT strength distributions in
the (n, p) reaction on N) Z nuclei, where Pauli blocking and
OA, co mixing will have their largest effect. At present there
are no published data for such distributions in the 1s-Od
nuclei with N)z.

The proportionality of the (p, n)/(n, p) reaction and GT
P /P+ decay is characterized by the unit cross section o,
the ratio of the (p, n)/(n, p) cross section at zero energy and
momentum transfer, o.(q~O, to —&0), and the corresponding
GT transition probability BGT. Exact proportionality of the

(p, n)/(n, p) and P /P+-decay processes would yield a con-
stant value of o. while distortions of the incoming and out-
going nucleon waves are expected to introduce a smooth
dependence of o. on energy and target. However, although
o data for even-A targets do show a reasonably smooth A
dependence, some other tr data do not [17]. In the (p, n)
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reaction it is found that the strong transitions to the isobaric
analogs (IA's) of the target ground state for the odd-A targets
' C, ' N, and K show values of o. that are as much as 50%
greater than values for neighboring even-A targets [17].This
enhancement is not understood but there does not appear to
be a comparable problem for transitions to non-IA's of the
target ground state (g.s.) [2,18].Although there is speculation
that there may be a systematic difference between o. for
even-A and odd-A targets [17], there is insufficient cr data
for transitions to non-IA's of the target ground state for
odd-A targets to be conclusive. This experiment, together
with P-decay data and p, capture data, provide new data on
a. for transitions to non-IA's of the target ground state on the
odd-A target Na.

In this paper we report measurements of the Na(n, p)
charge exchange reaction at an incident energy of 198 MeV
and eight angles from 0' to 24 . From these data we deter-
mine the values of BGT to low-lying levels in Ne and the
GT+ strength distribution up to 25 MeV in excitation energy.
These results are compared to complete and restricted 1s-Od
shell model calculations and the role of OA~ mixing and
Pauli blocking is examined. Also compared are GT transition
probabilites to low-lying states in Ne extracted from the
(n, p) data and p, capture data. Finally, utilizing both
P-decay data and p, capture data, we extract unit cross
sections from the Na(n, p) data and make a comparison to
the o. data compiled by Taddeucci et al. [17].

II. EXPERIMENTAL PROCEDURE

The experiment was performed at the TRIUMF cyclotron
using beam line 4B and the Charge Exchange Facility. A
schematic of the experimental setup is shown in Fig. 1. The
primary proton beam, at 200 MeV and 400 nA, was directed
onto a 110 mg/cm thick Li target producing, via the
Li(p, n) reaction to the Be ground state and 427 keV ex-

cited state, a nearly monoenergetic neutron beam of 198
MeV. In addition the neutron spectrum shows a weak con-
tinuum due to many-body final states in the reaction with an
intensity of about 1% compared to the peak. Downstream of
the Li target a sweeping magnet deflected the proton beam
towards the beam dump while the undefIected neutron beam
emerged from the sweeping magnet into the secondary target

located 93 cm downstream of the primary target. A veto scin-
tillator between the sweeping magnet and secondary target
identified scattered protons. The arrangement yielded a neu-
tron Aux at the secondary target of about 1X10 s ' cm

The secondary target consisted of six target planes
(A F) separated—by seven-wire chamber planes (Yi, and

Yz —YF). The target segmentation enabled the correction of
proton energy loss in the secondary target and, by employing
one CH2 target plane, normalization of the data via the
known 'H(n, p) differential cross section. A target stack con-
sisted of six targets of area 2.3X4.6 cm and separation 1.25
cm. A target wheel allowed three target stacks to be installed
and switched in and out of the neutron beam remotely. The
pattern of hits in the wire chambers Fz —Fz identified the
struck target plane while the use of 6.0 p, m Mylar windows
and a 50% argon-50% CO2 gas mixture minimized the
'H(n, p) background. More details of the segmented target
can be found in Ref. [19].

The Na targets were constructed by rolling Na metal to a
thickness of about 100 mg/cm and mounting slices of area
2.3X4.6 cm between 6.0 p, m Mylar windows in Cu support
frames. The target stack for the Na measurement was com-
prised of four Na targets, one CH2 target (for normalization),
and one Mylar target (for background subtraction). Two
other target stacks, one containing six CH2 targets and one
containing five empty targets and one CH2 target, were also
mounted in the target wheel.

Protons emerging from the secondary target were momen-
tum analyzed in the Medium Resolution Spectrometer
(MRS). The magnetic elements of the MRS are a quadrupole
magnet followed by a dipole magnet. A pair of front-end
wire chambers (FECO and FECM) and a pair of drift cham-
bers (VDCl and VDC2) determine the particle trajectories at
the entrance and focal plane of the spectrometer, respec-
tively. Immediately downstream of the focal plane an array
of paddle scintillators (SPo—SP9) and a pair of plastic scin-
tillators (Sl and S2) provide time of tlight and energy loss
information. A valid event was defined as a delayed coinci-
dence between the S1/S2 scintillators and the FECO/FECM
chambers, a valid hit pattern in the secondary target wire
chambers, and no hit in the veto scintillator. More details of
the MRS can be found in Ref. [20].

The overall energy resolution of the setup, due to the en-
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TABLE I. Summary of z Na(n, p) data sets. Also listed are the 'H(n, p) laboratory cross sections,

a„„(lab), used to normalize the 2sNa(n, p) data.

MRS angle

QO

6
6'
12

Mean scattering
angle (cm)

1.5'
5.6'
7.7'
11.8'

o.„p(lab)
(mb/sr)

51.7
40.6
34.9
27.1

MRS angle

12
18
18'
24'

Mean scattering
angle (cm)

13.9'
18.1
20.3
24.1'

cr„„(lab)
mb/sr

24.6
20.5
18.4
15~ 1

ergy spread in the neutron beam, energy loss in the second-
ary target, and energy resolution of the MRS, was 0.9 MeV.
The solid angle subtended by the MRS was 3 msr and the
angular acceptance of the MRS ~2'. Na(n, p) data were
collected at MRS angles of 0', 6', 12', l8, and 24 . In
addition, at each angle data were collected with the CH2
target stack and the empty target stack for acceptance, cali-
bration, and background studies.

III. DATA REDUCTION

Off line a number of cuts was applied to the raw data.
First, to remove backgrounds due the proton beam dump, a
time of flight cut was applied between the FECO/FECM
chambers and the S1/S2 scintillators. Second, to remove
backgrounds due to charged particles other than protons, an
energy loss cut was applied to the S1/S2 scintillators. Third,
to remove backgrounds due to the Cu target frames, trajec-
tories determined by FECO/FECM were traced to the second-
ary target and cuts applied to the track origin.

In addition, a cut was applied on the (n, p) scattering
angle, dividing the data into pairs of data sets centered at
5.6', 7.7', 11.8', 13.9, 18.1', 20.3', and 24. 1 each cov-
ering an angular range of ~ 1'. This cut was not applied to
the 0' data set which, since the MRS was centered on 0,
already covered an angular range of ~ 1 . The mean (n, p)
scattering angles corresponding to these ~1 data sets are
listed in Table I.

The 1.5' (n,p) spectra obtained from the Na, CH2, and
Mylar targets, after application of these cuts, are shown in
Fig. 2. The large peak at channel -40 in each of the spectra
is due to 'H(n, p) charge exchange. In the Na data this
peak was due to the Mylar target windows and, to a lesser
extent, NaOH contamination on the surface of the Na metal.
As the scattering angle is increased the H(n, p) peak moves
through the Na spectra. The smaller peak at channel
—140 is due to the ' C(n, p) ' Bs, charge exchange. In the

Na spectrum this peak was due to the Mylar target win-
dows and, to a lesser extent, the CO2 chamber gas.

Two different procedures were used to subtract the 'H
and C backgrounds from the Na data. In the first ap-
proach the Mylar spectra, normalized via the 'H peak, were
subtracted from the corresponding Na spectra. However,
since the Mylar windows were not the only source of the
'H(n, p) and ' C(n, p) backgrounds, the 'H/' C ratio in the
Mylar data is not exactly the same as the 'H/' C ratio in the

Na data. Consequently this first approach oversubtracts the
' C background. To correct this, in the second approach the
Mylar and CH2 spectra were first added in proportions that
reproduce the 'H/' C ratio in the Na data, and then these

composite Mylar-CH2 spectra, normalized via the 'H peak,
subtracted from the corresponding Na spectra. The deter-
mination of the 'H/' C ratio in the Na data was made by
assuming that the Na data underneath the ' C(n, p)' Bs,
peak varies smoothly from channel —120 to channel —150
in Fig. 2. In the subsequent analysis, however, no significant
differences (compared to the statistical uncertainties) were
found in the GT+ strength determined by the two different
approaches.

After background subtraction the spectra were then nor-
malized using the CH2 target in the Na target stack. The
'H(n, p) differential cross sections were taken from the
phase shift analysis computer code SAID [21]and are listed in
Table I. The Na(n, p) cross sections were then corrected
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FIG. 2. The raw 1.5' (n, p) spectra from Na (top), CH2 (cen-
ter), and Mylar (bottom).
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FIG. 3. Energy level diagram for low-lying states in Ne. The
excitation energies are in keV. The hatched region represents a clus-
ter of states between 3830 and 4020 keV.

for the change in neutron Aux and MRS acceptance between
target F (the location of the CH2 target) and targets B E(the-
location of the Na targets), and the variation of the MRS
acceptance across the focal plane. These corrections were
typically a few percent. Finally, the effects of the small tail in
the neutron beam were corrected by a deconvolution proce-
dure (this has been described in Ref. [4)).
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FIG. 4. Fit to the region —1.0 MeV ~E~+4.5 MeV in the 1.5
Na(n, p) spectrum.

IV. VALUES OF B~T TO DISCRETE STATES IN Ne

Figure 3 shows the energy level diagram for Ne [22]
and indicates six possible GT transitions below -3.9 MeV to
1/2+, 3/2, and 5/2+ states at excitation energies of 0, 1017,
1823, 2315, 3432, and 3458 keV. Figure 4 shows the 1.5

Na(n, p) spectrum and indicates peaks at excitation ener-
gies corresponding to the 0, 1017, 1823, and 3432—3458 keV
levels. The angular distributions of these peaks are all for-
ward peaked (see, for example, Fig. 5), indicating their GT
character, although the 0.9 MeV instrumental resolution
means the 1823 keV GT transition may be contaminated by
the 1702 keV non-GT transition and the 3432—3458 keV GT
transitions may be contaminated by the 3225 keV non-GT
transition.

To determine the cross sections of these GT transitions the
Na(n, p) spectra were fit with a sum of six Gaussian peaks.

A Gaussian was included for each of the GT transitions to
the 0, 1017, 1823, and 2315 keV states and one Gaussian for

the pair of GT transitions to the 3432—3458 keV states. In-
clusion of the unobserved 2315 keV GT transition in the fit
enabled an upper limit to be placed on its cross section. A
sixth Gaussian was used to represent the background due to
the cluster of states at -3.9 MeV. In the fits the positions and
widths of the peaks corresponding to the 0, 1017, 1823,
2315, and 3432—3458 keV levels were fixed at their known
values while their amplitudes, and the amplitude, centroid,
and width of the background peak, were varied. The result of
the fit to the 1.5' Na(n, p) data is shown in Fig. 4.

To determine the cross sections for the GT transitions to
the 1823 and 3432—3458 keV states the contribution of the
unresolved non-GT 1702 and 3225 keV transitions must be
subtracted. In order to determine this non-GT contamination
the angular distributions of the GT and non-GT transitions
were calculated and fit to the cross section data. In the fits the
shapes of the angular distributions were fixed while the am-
plitudes of the angular distributions were varied. To calculate
the shapes of angular distributions we used shell model one-
body transition densities (OBTD's) and the distorted wave
impulse approximation (DWIA). For the positive parity
1702, 1823, 3432, and 3458 keV states we used the computer
code OXBASH [23], the full Is-Od model space, and the uni-
versal sd interaction, to determine the OBTD's. For the
negative parity 3225 keV state we assumed a simple Op3/2—& Odz&2 transition. For the DWIA calculation we used the
computer code Dw83 [24] and the effective nucleon-nucleon
(NN) interaction of Franey and Love [25].We generated the
required optical potentials by convoluting the Franey-Love
NN interaction [25] with a two-parameter matter distribution
[26] using the computer code MAINx8 [27].

The calculated angular distributions for the 3225, 3432,
and 3458 keV levels, and the resulting fit to the cross section
data, are plotted in Fig. 5. The procedure yielded a negligible
(-3%) contamination by the 3225 keV non-GT transition of
the 3432—3458 keV GT transitions at 1.5'. A similar proce-
dure yielded a negligible (-2%) contamination by the 1702
keV non-GT transition of the 1823 keV GT transition at 1.5 .
The 1.5 cross sections for GT transition to the 0, 1017,
1823, 2315, and 3432—3458 keV states, after subtraction of
the non-GT contamination, are listed in Table II.

To convert the 1.5' (n, p) cross sections to values of
BoT we used the standard equation [17]

BoT= cr(1.5')/crf(q, o)),

where o- is the unit cross section appropriate to Na and the
factor f(q, c0) corrects cr(1.5') to zero energy (co) and mo-
mentum (q) transfer. The factor f(q, cu) was calculated using
the computer code DW83 and, since its value is almost inde-
pendent of the DW83 input parameters, is known to high ac-
curacy. Determination of the value of o. for Na was, how-
ever, more problematic. Because of a possible systematic
difference between values of o. for even-A and odd-A tar-

gets, a value of o. for Na was estimated by extrapolation
from the measured value for C(n, p) [2]. Using an A de-

-O44&'"
pendence of e "" as suggested by Taddeucci et al. [17]a
value of o.= 8.9 ~ 0.45 mb/sr was obtained.

Using o.=8.9 ~ 0.45 mb/sr and Eq. (1) we then obtained
the values of BGT for transitions to the 0, 1017, 1823, 2315,
and 3432—3458 keV states listed in Table II. The entry for
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V. GT+ STRENGTH VERSUS EXCITATION ENERGY

Figure 7, below, shows the (n,p) cross sections at each
angle from 0' to 24 as a function of excitation energy
(binned into channels 1.0 MeV wide). A multipole analysis
of the data in each 1 MeV bin was carried out in order to
determine the distribution of GT strength. The philosophy of
the multipole decomposition is that these differential cross
sections can be represented by an incoherent sum of theoreti-
cal angular distributions of definite angular momentum and

parity transfer J according to the equation

o'" '(0)=g CJ o.J (0), (2)

where tr'"t"(8) is the measured (n, p) differential cross sec-
tion, o.J (0) is the theoretical angular distribution of angular

momentum and parity transfer J, and CJ~ is the numerical
coefficient that determines the amplitudes of each theoretical
angular distributions. The values of CJ are obtained from a
least squares fit of the sum of the theoretical angular distri-
butions to the measured differential cross section. A detailed
account of the multipole decomposition procedure can be
found in Ref. [28].

The theoretical angular distributions were calculated us-
ing the DWIA computer code Dw83 [24] and the effective
N/t/ interaction of Franey and Love [25]. They were calcu-
lated at 5.0 MeV intervals in excitation energy and interpo-
lated to other excitation energies. For the required optical
potentials we convoluted the Franey-Love NN interaction

the 3432 and 3458 keV states is the sum of their values of
BGT and the entry for the 2315 keV state is a upper limit on

BGT.

with a two-parameter matter distribution [26]. For the re-

quired one-body transition densities we used single-particle
(SP) transitions.

To study the sensitivity of the results of the multipole
decomposition to the choice of the SP transitions we ex-
plored a variety of plausible transitions. For example, in the
case of the J = 1+ multipole we tried the Od5i2 ~ Od3/2,

Od5/2 Ods/I2 and 1si/2 1s»2 transitions, and in the case
of the J = 1 multipole we tried the Op3i2 ~ Od5i2,

Op3/z —+ Od&,2 and Ods/2 ~ lf7i2 transitions. The angular
distributions for these SP transitions are plotted in Fig. 6. It
shows the similarity of the various 1+ multipole shapes and
various 1 multipole shapes and, therefore, the choice of the
SP transitions for the 1+ and 1 multipoles had little effect
on the extracted GT+ strength. Similar studies yielded simi-
lar conclusions for the 0, 2+, and 3 multipoles.

We also investigated the sensitivity of the multipole de-
composition to the optical potentials by varying the radius r
and diffuseness a in the two-parameter matter distribution
used to calculate the potentials. The angular distributions ob-
tained for different values of r and a are plotted in Fig. 6 and
show the similarity of the various 1+ multipole shapes and
1 multipole shapes. Indeed, the differences in the shapes for
various optical potentials are even smaller than the differ-
ences in the shapes for various SP transitions and, therefore,
it was concluded they have a negligible effect on the ex-
tracted GT+ strength.

To determine the necessary components for the multipole
decomposition we tried a variety of sets of multipoles. It was
found that the J = 1+, 1, and 3 multipoles were essen-
tial in the fit, the J = 0 and 2+ multipoles were helpful in
the fit, and other multipoles were unnecessary in the fit. The
results of the multipole decomposition using the set of mul-

tipoles 1 = 1+, 0, 1, 2+, and 3 and the SP transitions

TABLE II. 1.5' (n, p) cross sections, o(1.5') and GT transition probabilities BoT for transitions to
low-lying discrete states in Ne. A unit cross section of a. = 8.9 ~ 0.45 mb/sr was used to determine the
values of BGT. Also tabulated are the BGT's calculated with the 1s-Od shell model.

5/2+

1/2+

3/2+

5/2+

3/2+ —1/2+

E (keV)

0
1017
1823
2315

3432-3458

o(1.5 ) tnb/sr

0.300 ~ 0.051
0.364 ~ 0.055
0.312 ~ 0.058

~ 0.162
2.35 ~ 0.24

f(g, ~)

0.89
0.86
0.86
0.85
0.83

8oT (expt. )

0.038 ~ 0.006
0.048 ~ 0.007
0.041 ~ 0.008

~ 0.021
0.318 ~ 0.033

BoT (theory)

0.026
0.111
0.130
0.040
0.335
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independent of the choice of multipoles and SP transitions.
Eliminating the 0 multipole from the decomposition, for
example, yielded XB&T= 1.19~ 0.13 from 0 to 10 MeV. The
GT+ strength from 10 to 25 MeV, however, was found to be
quite sensitive to details of the shape of 0%'IA angular dis-
tributions for other multipoles, particularily that for EL= 1

transitions. This is because the angular distribution above 10
MeV is no longer forward peaked, making the GT+ strength
sensitive to the role of the other multipoles and hence the
choice of multipoles and SP transitions. A similar sensitivity
has been noted previously in Ref. [5].

VI. COMPARISON TO THE SHELL MODEL

C J7r )+

40

0
20

(/) P I I I

o 0
I I I I

5 10 15 20 25
scatter ing angle 8 (deg)

FIG. 6. Sensitivity of DWIA angular distributions to the choice
of single-particle transitions (bottom) and the optical model param-
eters (top) for the 1+ and 1 multipoles. In the upper plot the solid
curve corresponds to r=2.6 fm and a=0.50 fm, the long dashed
curve to r=2.8 fm and a =0.55 fm, and the short dashed curve to
r=3.0 fm and a=0.60 fm, where r and a are the radius and dif-
fuseness parameters in the two-parameter matter distribution [26].
In the lower plot the solid, long dashed, and short dashed curves
correspond to the single-particle transitions Od5/2 ~ Od»2,
Isi/2~ Isr/2 and Ods/2 ~ Od3/2 for 1 =1 and Ods/2 ~ Of2/2

Op3/2 Od3/2 and Op3/2 ~ Od5/2 for J = 1

TABLE III. The particle-hole configurations used in the multi-

pole decomposition of the Na(n, p) data.

p(h)

Od3/2(Op 3/2)

Od5/2(Op 3/2)

Od5/2(Op 3/2)

p(h) 1

0 5/2 (0 5/2)

Ods/2(05 I/2)

listed in Table III are shown in Fig. 7. The large peak cen-
tered at -3.5 MeV and -0 is identified as being of a
Gamow-Teller nature and the large peak centered at —12
MeV and -9 is identified as being of a spin-dipole nature.

Using the distribution of the 1 cross section in Fig. 7, a
unit cross section of 8.9 ~ 0.45 mb/sr, and the f(q, u2) fac-
tors calculated with Dw83, we obtained the GT+ strength
from 0 to 25 MeV excitation energy. The procedure gave a
GT+ strength from 0 to 10 MeV of XBzT= 1.15~0.12 and a
GT+ strength from 10 to 25 MeV of XBoT= 1.63 ~ 0.17 (in
units where free neutron P decay yields BoT = 3). The un-

certainties include both statistical errors in the multipole de-
composition and an overall normalization error of 10%. The
GT+ strength from 0 to 10 MeV was found to be almost

Table II lists the measured and calculated values of BGT
for the GT transitions to discrete states in Ne. The calcu-
lations were performed using the shell model computer code
OXBASH [23], the complete Is-Od model space, the universal
sd interaction, and the free nucleon GT operator with g„=
1.251. The table reveals a similar pattern in the experimental
and theoretical BGT distribution for the discrete states; both
indicate a weak transition to the 2315 keV state, intermediate
strength transitions to the 1017 and 1823 keV states, and a
strong transition to the 3432—3458 keV doublet. However,
the experimental values of BoT are generally (with the ex-
ception of the g.s.-g.s. transition) smaller than the theoretical
values of BGT. The ratio between the measured and calcu-
lated sum of the values of BGT to discrete states is 0.74 ~
0.09.

Figure 8 and Table IV show the measured and calculated
GT+ strength versus excitation energy. The calculated GT+
strength has been smeared using a Gaussian of 0.9 MeV full
width at half maximum (FWHM) to represent the instrumen-
tal resolution. Again, the calculations were performed using
the complete 1s-Od model space, the universal sd interac-
tion, and the free nucleon GT operator with g, = 1.251. The
main features of the calculated GT+ strength are a peak at
-3.5 MeV, a broad plateau from 0 to 10 MeV, and little
strength above 10 MeV. This is similar to the measured
GT+ strength which also shows a peak at -3.5 MeV, a
broad plateau from 0 to 10 MeV, and less strength above 10
MeV. However, the sums of GT+ strength between 0 and 10
MeV MeV are 1.15 ~ 0.12 units (experiment) and 1.56 units

(theory), yielding a ratio of 0.74 0.08, consistent with the
sum of BGT to Ne discrete states. Also, although both the
experimental and theoretical GT+ distributions decrease
above 10 MeV, the experimental strength is much larger than
the theoretical strength. This is consistent with the removal
of GT+ strength from lower to higher excitation energies.

Finally, what is the role of OA, co configuration mixing in

determining the GT+ strength in Na? Figure 9 shows a
running sum of the GT+ strength versus excitation energy
for the data, the full shell model calculation, and a restricted
shell model calculation. The restricted calculation employed
a (Ods/2) configuration for the 3/2+ g.s. of Na and a
(Od5/2) (Od3/2)

' configuration for the 1/2+, 3/2+, and 5/2+
states in Ne. The results reveal a factor of 0.32 reduction in

XBGT between the full and restricted shell model calcula-
tions and indicate the importance of OA, ~ mixing and Pauli
blocking in governing the GT+ strength on Na. The results
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FIG. 8. Comparison of the measured (solid curve) and calcu-
lated (dashed curve) BoT strength up to 12 MeV excitation energy.
The calculation employed the complete 1s-Od model space, the
universal sd interaction, and the free nucleon GT operator with

g, = 1.251. The units correspond to BoT = 3 for neutron P decay.

are consistent with the calculations of Auerbach et al. [29].
They found large decreases in GT+ strength in the N&Z
nuclei z6Mg 54Fe, and Ni due to 05~ mixing, although an
additional 40%%uo global quenching of GT strength was still
needed to reproduce the Mg, Fe, and Ni data. This
appears to be the case in Na also.

VII. COMPARISON TO THE (p, v) DATA

Figure 10 shows a comparison of the 1.5' (n, p) cross
section data and (p, , v) capture rate data to low-lying states
in Ne (the transition to the Ne g.s. is not measured in the

p capture experiment). The similarity reflects the domi-
nance of GT excitations in both the (n,p) and (p, , v) data.
In this section we quantify the comparison of the (n, p) and

(p, , v) data by comparing the values of BoT obtained from
the two processes.

In Ref. [30] values of BoT for transitions to the 1017,
1823, 3432, and 3458 keV states are extracted, via two dif-
ferent approaches, from p, Na capture rates. In the first
approach all matrix elements except the GT matrix element
are neglected in order to determine B&T. In the second ap-
proach matrix elements neglected in the first approach are
calculated using the 1s—Od shell model in order to determine

B&T. The resulting values of B&T, obtained in Ref. [30] via
these two approaches, are reproduced in Table V.

Table V shows the values of BGT for the 1017, 3432, and
3458 keV transitions, obtained via the two different ap-
proaches, differ by only 10%, 11%, and 16%, respectively.
These small differences are due to the dominance of the GT
matrix element in these p, capture transitions. Table V,
however, also shows that the values of B&T for the 1823 keV
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TABLE IV. 1.5' (n,p) cross sections, the factors f(q, co), and GT+ strength as a function of excitation
energy. The value o = 8.9 ~ 0.45 mb/sr was used to determine the GT+ strength.

(MeV)
o or(1.5')

(mb/sr) f(q, ~)
—0.50

0.50
1.50
2.50
3.50
4.50
5.50
6.50
7.50
8.50
9.50

0.145
0.252
0.395
0.549
1.834
0.607
1.013
0.612
0.946
0.976
0.757

0.908
0.889
0.870
0.850
0.831
0.812
0.793
0.774
0.755
0.736
0.718

0.017
0.032
0.050
0.072
0.248
0.084
0.143
0.089
0.141
0.149
0.119

transition, obtained via the two different approaches, differ
by 66%. This large difference indicates that the GT matrix
element is not dominant in this transition and that this esti-
mate of B GT is subject to a large uncertainty.

Table V also lists the values of BGT for the 1017, 1823,
and 3432—3458 keV transitions obtained from the

Na(n, p) data. It shows that the values of BoT extracted
from the (n, p) and (p, , t) data are, within experimental
uncertainties, consistent. For example, the sum of the values
of BoT to the 3432—3458 keV doublet from the (n, p) and

(p, , v) data are 0.313 ~ 0.033 and 0.28 ~ 0.05, respec-
tively. The values of BGT for the 1017 and 1823 keV transi-
tions also agree although the comparison is limited by the
large uncertainties in the p, capture rates.

The general consistency of the values of BGT to low-lying
states in Ne obtained from the (n, p) data, p, capture data,
and full 1s-Od shell model calculation build confidence in
the value of the weak pseudoscalar coupling, g„, extracted
from a recent measurement of the hyperfine effect in p,
capture on Na [13].

VIII. UNIT CROSS SECTIONS

The ground state of Ne undergoes P decay to the
ground state of Na and provides an independent determi-

nation of the GT transition probability for the transition
Na(3/2+, 0) ~ Ne(5/2+, 0). A value for the unit cross

section for this transition can therefore be determined using
Eq. (1). Substituting into this equation o.(1.5') = 0.30 ~
0.05 mb/sr, BoT = 0.0315 ~ 0.0004 [31], and f(q, tu)
0.89 we obtained o. = 10.7 +. 1.8 mb/sr.

In addition to determining o. using p-decay data it is in-
teresting to explore determining o. using p, capture data.
The advantage of using p, capture is that states inaccessible
to p decay are accessible to p, capture, but a disadvantage
is the large momentum transfer and, therefore, the contribu-
tion of matrix elements other than the GT matrix element.
However, with the philosophy of simply exploring the use of
p, capture to determine unit cross sections, we have used
Eq. (1) and the p, capture values of BGT in Table V to
calculate unit cross sections for transitions to the 1017, 1823,
and 3432—3458 keV states in Ne. We obtained 7.0 ~ 2.3,
11.3 ~ 3.5, and 10.1 ~ 2.5 mb/sr, respectively, yielding a
weighted mean for the p, -capture-determined unit cross
sections of cr = 9.6 ~ 1.6 mb/sr.

The values of o. obtained using the p-decay and p cap-
ture data, 10.7 ~ 1.8 and 9.6 ~ 1.6 mb/sr, respectively,
although somewhat larger than the value of 8.9 ~ 0.45 mb/sr
extrapolated from the ' C(n, p) result, are consistent within
their uncertainties. The p-decay and p, capture o. values are
also larger than the general trend of the o. data for even-A
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FIG. 10. Comparison of 1.5' Na(n, p) cross section and

p, Na capture rates. The overall normalization of the p, data is
arbitary. The uncertainities in the p, capture rates are not shown.
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TABLE V. Summary of GT transition probabilities BGT's obtained from p, Na capture data. Column 3
lists BGT's obtained by neglecting non-GT matrix elements and column 4 lists the B&T's obtained by includ-

ing non-GT contributions to the matrix elements. Also shown are the Bor's obtained from the (n, p) data and

unit cross sections calculated using the p, capture data. The Na g.s. to Ne g.s. transition is not measured
in the p, capture experiment.

E (keV) BGT (llegl. ) BoT (calc.) BoT (n,p) o. (mb/sr)

5/2+

1/2+

3/2+

3/2+

1/2+

1/2+ -3/2+

0
1017
1823
3432
3458

3432-3458

0.068 ~
0.094 ~
0.085 ~
0.16 ~
0.24 ~

0.019
0.025
0.018
0.04
0.05

0.061 ~ 0.017
0.032 ~ 0.008
0.094 ~ 0,020
0.19 ~ 0.04
0.28 ~ 0.05

0.038 ~ 0.006
0.048 ~ 0.007
0.041 ~ 0.008

0.318 ~ 0.033

7.0 ~ 2.3
11.3 ~ 3.5

10.1 ~ 2.5

targets compiled by Taddeucci et al [20]. This could be in-

dicative of an even-A —odd-A effect in 0., but concerns over
the validity of the proportionality of the (n,p)/(p, n) and

P /P+ reactions for weak transitions [32] such as
Na(3/2+, 0) ~ Ne(5/2+, 0) (BoT = 0.0315) and uncer-

tainties about the determination of BGT from p, capture data
make it impossible to reach a more definite conclusion.

Last, using the DWIA, we have calculated unit cross sec-
tions for the Na(n, p) transitions to the 0, 1017, 1823, and
3432—3458 keV states in Ne. The calculations were per-
formed, as previously described, using OBTD's obtained
from a full 1s-Od shell calculation and optical potentials ob-
tained by convoluting the Franey-Love NN interaction with a
two-parameter matter distribution. The resulting values of
o. are 9.44, 7.44, 7.48, and 7.63 mb/sr for the 0, 1017, 1823,
and 3432—3458 keV states, respectively. They indicate that
the value of o. for the weak g.s.-g.s. transition is 25Vo larger
than the values of o. for the stronger 1017, 1823, and 3432—
3458 keV transitions. This result is consistent with the mea-
sured values of o. which also indicate a larger value of o. for
the g.s.-g.s. transition (10.7 ~ 1.8 mb/sr) than the mean
value of ~ for the 1017, 1823, and 3432-3458 keV transi-
tions (9.6 + 1.6 mb/sr) although the uncertainties are too
large for a definite conclusion. The results of these calcula-
tions, indicating a departure from proportionality of the

(n,p) 0 cross section and BoT for weak GT transitions, is in

agreement with the recent work of Austin et al. t32].

IX. SUMMARY

In summary, we have measured the Na(n, p) differential
cross section at an incident energy of 198 MeV and eight
angles from 0' to 24 and from these data determined GT
transition probabilities to low-lying 1/2+, 3/2+, and 5/2+

Ne levels and the GT+ strength distribution up to 25 MeV
excitation energy.

We found the distribution of GT+ strength to discrete
states and GT+ strength from 0 to 10 MeV to be in reason-
able agreement with a full 1s-Od shell model calculation
when normalized by a factor of about 0.74. In addition, we
found an excess of measured GT+ strength compared to the

calculated GT+ strength above 10 MeV, although uncertain-
ties in the multipole decomposition make a quantitative
statement about the excess GT+ strength problematic. These
results for Na are consistent with the observation of a 40%
quenching of GT strength at low energies and the removal of
GT strength to higher energies reported for N=Z nuclei in
the sd shell t14].

We have also examined unit cross sections determined
from the Na(n, p) measurement utilizing both P-decay and

p, capture data. We obtained o. = 10.7 ~ 1.8 mb/sr and
o. = 9.6 ~ 1.6 mb/sr from the P-decay and p, capture data,
respectively, consistent with the value of 8.9 ~ 0.45 mb/sr
extrapolated from the ' C(n, p) value. These measured unit
cross sections are, however, larger than the trend of the
even-A o. data although concerns about the weak P-decay
transition and the use of p, capture transitions prevent any
definitive conclusions. Calculations of these unit cross sec-
tions using the DWIA are consistent with the measured val-
ues of o. and suggest a departure from proportionality for the
weak (BoT = 0.0315) Na g.s. to Ne g.s. transition.

Last, we have compared the Na(n, p) data with

Na(p, , v) data and found reasonable agreement between
the values of BGT to low-lying states in Ne obtained from
the two processes. The general consistency of the (n, p) and

(p, , v) data, and also the full ls-Od shell model calcula-
tion, build confidence in the recent determination of the
weak pseudoscalar coupling g~ from a measurement of the
hyperfine effect in p, capture on Na [13].This experiment
indicates a value of the weak pseudoscalar coupling that is
consistent with the PCAC hypothesis but in disagreement
with recent claims of a large renormalization of g„ in nuclei.
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