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Figure: LHCOPN (Large Hadron
Collider Optical Private Network)
topology

Figure: Focusing only on one link –
network traffic observed on the
LHCOPN path between CERN and
TRIUMF. Link saturation occurs in
both directions.

July 5, 2021 GRID’2021 9





Tier0

Tier1



The goal of the project

We would like to optimise transfers
of LHC data eliminating network
saturation along the chosen path.
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Solution - how to avoid saturation
Automatically
recognise when the
link will be saturated for a
long period of time, and
automatically mod-
ify the configuration of
network devices (SDNC)
(Add extra path/link to
balancing traffic).
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Ok, we know how, but when?
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Let’s assume that we have data representing
aggregated information about all transfers between
sites on long time in the network.
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X (input) -

Aggregated

information about

all transfers from

CA-Triumf to another

sites (CH-CERN

is the Tier0 and

others in LHCOPN

are the Tier1)

July 5, 2021 GRID’2021 16



We would like to predict Y (output)
- Traffic from Netstat.cern.ch
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Section 2

Traffic forecasting
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Subsection 1

Data and models

July 5, 2021 GRID’2021 19



X
–
input

data
from

FT
S

*The figure shows data used as the test data set during modeling

t

July 5, 2021 GRID’2021 20



Y
(real)

–
data

from
N
etStat

t

July 5, 2021 GRID’2021 21



t

Y
X

July 5, 2021 GRID’2021 22



t

Y
X

time dependency

July 5, 2021 GRID’2021 23



W
e
ca
n
us
e
tim

e
w
in
do
w
s
of

le
ng

th
∆

an
d
es
tim

at
e
ne
xt

Γ
tr
affi

c
va
lu
es

Time window ∆

τ − ∆ τ

Time window Γ

τ + Γτ

t

Y
X

July 5, 2021 GRID’2021 24



layer types
convolution layer - Conv2d (model CNN)
LSTM layer - LSTM (model LSTM)
one convolution layer + one LSTM layer -
Conv2d + LSTM (model CNN-LSTM)
Convolutional LSTM layer - ConvLSTM2D
(Conv-LSTM)

Hyperparameters:
were chosen based on observation and discussion
with those responsible for the FTS.
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Subsection 2

Results
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Figure: Effects of applying models with the best configuration on
the test dataset. 1. We trained our model to predict traffic based on information
about transfers from the FTS (from TRIUMF-SFU to Tier0/Tier1). Forecasting is based
on aggregated information about transfers from last 2∆ minutes; b (batches); f(filters).

Prediction of

instantaneous traffic
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Figure: Effects of applying models with the best configuration on
the test dataset. 1. We trained our model to predict traffic based on information
about transfers from FTS (from TRIUMF-SFU to Tier0/Tier1). Forecasting is based on
aggregated information about transfers from last 2∆ minutes; We predict the next Γ
samples. b (batches); f(filters).
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Figure: Effects of applying models with the best configuration on
the test dataset. 1. We trained our model to predict traffic based on information
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Section 3

Conclusion
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Conclusion
Our work shows that CNN-LSTM and Conv-LSTM
architectures can indeed enable us to detect
network saturation

They provide great forecasting accuracy even over long
time periods (up to 30 minutes) based on short history
(time window).
We consider CNN-LSTM as the best prediction for
instantaneous traffic prediction
Conv-LSTM as the most suitable model to predict the end
of saturation.
FTS analysis helps us optimise transfers and
delivers better performance for users! :-)
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Thank you for your attention!
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Do we need all the features?

Y
X
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Focusing only on submitted files (queues) is not enough.

Y
X
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Figure: Effects of applying models with the best configuration on the test
dataset. 1. We trained our model to predict traffic based on information about transfers from FTS
(from TRIUMF-SFU to Tier0/Tier1). 2. Pictures present results on two data sets: from TRIUMF-SFU
to Tier0/Tier1 and from Tier0/Tier1 to TRIUMF-SFU. Forecasting is based on aggregated information
about transfers from last 2minutes; b (batches); f(filters). Forecasting ŶΓ is predicted Γ future values for
chosen t. Here Γ = 15 (30 min).
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Table: Comparison of model parameters on the test data set representing
transfers from TRIUMF to Tier0/Tier1. Γ = 15 (30 minutes). S is the
standard deviation over 10 training repetitions.

∆ Model

Batch -
Filters\
Units

ErrorΨ S(ErrorΨ) ErrorΨ,0 S(ErrorΨ,0)

4 CNN 1 - 8 0.206 0.007 0.206 0.009
LSTM 128 - 64 0.224 0.008 0.042 0.005

CNN-LSTM 128 - 64 0.233 0.015 0.060 0.007
CONV-LSTM 1 - 8 0.159 0.012 0.048 0.007

10 CNN 1 - 8 0.223 0.095 0.223 0.010
LSTM 128 - 64 0.185 0.012 0.025 0.006

CNN-LSTM 128 - 64 0.188 0.011 0.021 0.006
CONV-LSTM 1 - 8 0.125 0.008 0.036 0.008

ErrorΨ,0 – MSEΨ,0(∆, Γ) for input window time ∆ and output window time Γ. We calculate the
mean square error only for estimation traffic yτ,0 on time τ , where τ ∈ Ψ

ErrorΨ – MSEΨ(∆, Γ) We calculate the mean square error for all estimation traffic yτ,γ on time
τ , where τ ∈ Ψ, and γ ∈ [0, . . . , Γ]

Ψ period when observed link (TRIUMF -> CERN) was overloaded.
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Model schemes

Figure: CNN-LSTM Figure: Conv-LSTM
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MSE – Mean Square Error

We consider the one-step MSE and calculate an average MSE for the
Γ-steps forecasting during N period when N samples were observed:

MSE = MSEN (∆, Γ) =
Γ∑

i=0

MSEi , (1)

where MSEi = 1
N−Γ−∆

∑N−Γ
t=∆ (yt,i − ŷt,i )

2, for i ∈ {0, . . . , Γ}.

MSEΨ,0(∆, Γ) means MSE calculating during Ψ period for
hyperparameters ∆ and Γ. 0 index means result is calculate only for ŷτ,0,
where τ ∈ {∆, · · · ,N − Γ}.

July 5, 2021 GRID’2021 44



How have we chosen hyperparameters?

Time window Γ

Time window ∆
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Forecasting

Figure: Average MSE and its variance with respect to the forecasting steps
(here: Γ = 60).
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FTS details - how transfer report
format look like
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SOURCE

DESTINATION
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TIME TABLE (HISTORY BETWEEN TWO ENDPOINTS
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HOW MANY ACTIVE FILES

AVERAGE FILESIZE
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HOW MANY SUBMITTED FILES
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SUCCESS RATE

July 5, 2021 GRID’2021 52



INFORMATION ABOUT THROUGHPUT
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NEW BULK
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NEW BULK
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LINK WASN’T EMPTY
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