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Talk Structure 

 

 

 Concept of the Computing Continuum 

 

 Workflows Concept 

 

 MRCPSP Problem Formulation 

 

 MILP Event-Based Model 

 

 Difficulties of the Solution, Lower Bounds 

 

 Heuristic Approach 

 

 Future Directions 
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Computing Continuum – Current State 
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Beckman, P., et al. [1] 

 

 Recent advancements  in the field of parallel  and distributed 
computing led to the defini t ion of the computing continuum as 
the environment comprising highly heterogeneous systems with 
dynamic spatio-temporal  organizational  structures, varying in-
nature workloads, complex control  hierarchies, governing 
computational  c lusters w ith multiple scales of the processing 
latencies, and diverse sets of the management pol ic ies. 

 

 Examples: 

 

• social platforms that analyze concurrently various motion 
patterns and opinion dynamics related to human behavior 
at various spatio-temporal  scales;  

• self-organizing vehicle fleets and drone swarms that 
receive information from a large group of spatial  sensors 
and need to make decisions local ly.  

 

 Since emergence of the concept in 2020 [1] , there is a lack of 
a reproducible model of the computing continuum, especial ly 
for better understanding schedul ing heuristics, as real  systems 
do not preserve this qual i ty and hinder the comparative 
performance analysis  of the novel  schedul ing approaches. 

 



Networks, networks, networks … 

 
 

 Computational network , which provides structural knowledge about the possible information flows within the system and 
possible interactions of agents via adjacency matrix;  

 

 

 Recursive network, which forms a multi -layer DAG and provides knowledge about non -equi l ibrium dynamic processes in the 
computational network. This component is optional and only required i f behavior of the network is considered far from 
equi l ibrium. Examples include: Dynamic Bayesian Networks  (DBN) and Hidden Markov Models  (HMM); 

 

 

 Workload network is  the set of tasks, represented as the DAG that governs computational process in the computing 
continuum, prescribing arrow of the time . 
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Structural Model of the Computational Network with Scale-
Free Topology 
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 Class of random networks with scale-free property; 

 Describes well some natural and human-made systems, including the Internet, 
the world wide web, citation networks, and some social networks are thought 
to be approximately scale-free; 

 

 The network begins with an initial connected network of n nodes; 

 

 New nodes are added and attached with probability: 

 

256-node network generated 
with BA-algorithm 



Spin-based model over Computational Network 
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 For an analytical  insight into simulation and phase 
transi tions, we rely on the equi librium  statistical  physics 
framework, which considers  that the network N can be in any 
possible m icroscopic configuration; 

 

 

 

 Considering dynamical model defined over the network N we 
map the two-dimensional  uni t vector in frames of XY-model 
[2]: 

 

 

 

 

 Direct interpretation consists  in considering the existence of 
a central ized pol icymaker in the computing continuum. A spin 
vector  S then  represents  the dynamic scalar degree of 
agent’s  bel ief to the “center”,  prescribing mechanism of the 
consensus formation. 

 

 

 

 



Numerical Simulations 
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 We obtain [2] the distribution P via Monte Carlo 
simulation using the Metropolis algorithm.  

 

 At each time step, we induce a random walk on the 
graph N, choose one random spin and rotate its 
angle by some random increment, keeping it in a 
range [0; 2pi]. States are accepted with the 
probability: 

Kashansky et al. [2] 

 Paper [2] accepted to ICCS 2021 Conference. 

 



Workflow Network and DAGs 

 

 

 

 Workflow represented via Directed Acyclic 
Graph (DAG); 

 

 It encodes strict precedence-relation; 

 

 Represents scenarios where the order of task 
execution is not negligible; 
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J60 DAG Visualization 

Kashansky et al. [2] 



 

 We further define a data matrix D that indicates the 
amount of data transmitted from a task i to a task j. 
Consequently, we obtain the delay tensor D* for 
transferring data from task i to task j assigned to the 
agents m and q: 

 

 

 

 The first term T in equation above represents a 
connection estimation delay, assumed as a small 
constant. This approach models realistic scenarios of 
synchronized routing information, leading to the fast 
connection estimation with low delay. 

 

 We compute the execution time of the given task in V 
with the following formula: 

Workflow Network and Mapping 
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MRCPSP Problem 

 Multi-Mode Resource-Consеrained Project Scheduling Problem 

 
• Considers set of the heterogeneous machines with different processing speeds and other properties like 

reliability and cost 

 

• Considers set of tasks with precedence constraints in the form of DAG 

 

• Considers sets of resource constraints specified for each task-machine pair 

 

• Various objectives are possible: Makespan, Weighted number of late jobs, Total Costs etc. 
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MRCPSP Problem – MILP Formulation 
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 Minimum makespan MILP Formulation, extension of 
the work [3]  

 

 NP-hard problem in the strong sense 

 

 Incorporates: 

 Assignment Constraints; 

 Precedence Constraints; 

 Resource Constraints 

 

 Solving to optimality – HPC problem domain 

 

 Run-times are given by: 

 



Two-Phase Heuristic 

 

 1st phase – Generate machine to task matching taking into account locality 
principles and processing speed-related weighting; 

• Possible non-markovian extensions to implement with Simulated Annealing and Genetic Programming; 

• Highly depends on the objective space structure; 

• Most fast heuristics like HEFT finish only 1st phase; 

 

 2nd phase – Generate minimum makespan schedule taking into account 
resource constraints; 

• Problem reduction to the RCPSP case; 

• Wide variety of heuristics available; 

• Discussion of the MILP RCPSP scenario [3] with O(2n^2 + 2n) binary variables, O(n + 1) continuous 
variables; 

• Solutions quality is much higher, however at increased computation costs; 
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SCIP Optimization Suite 

 

 Provides a fast open-source IP, MIP and MINLP solver; 

 

  Incorporates 

• MIP features (cutting planes, LP relaxation); 

• MINLP features; 

• CP features (domain propagation); 

• SAT-solving features (conict analysis, restarts); 

• branch-cut-and-price framework, 

• Has a modular structure via plugins; 

• Free for academic purposes. 
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  Achterberg, Tobias [4]  Possible to parallelize branch-and-bound based 
methods in a distributed or shared memory 
computing environment. 



Preliminary Results - SCIP Direct Run in Single Thread 
Regime 

14 

 Direct run with SCIP in Default Configuration 

 Major problem – Weak LP Lower Bounds ! 

 10 machines and 10 tasks 

 Long running times with large duality gap, even for low dimensional 
problems  



Preliminary Results - Parallel SCIP Direct Run over 
OpenMPI  
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 Parallel SCIP Direct Run over MPI  

 40 Parallel Solvers 

Shinano et al [5] 

 10 machines and 10 tasks 

 Solved moderately fast for low dimensional instance 



Further Simplification – SGS Heuristic / SCIP Scheduler 

 

 Variation of the list scheduling heuristic [6] 

 

 Jobs are considered in a topological order (e.g., sorted by their earliest start)  

 

 Scheduled according to that order as early as possible respecting the precedence and resource 
constraints; 

 

 Runs in O(J^2 * K) where J is number of tasks and K number of resource constraints; 

 

 Polynomial algorithm: scalability no longer an issue, can be researched on the larger scales for 
practical purposes 

 

 Precision reduced to integer domain, provides sub-optimal solutions, not applicable to the general 
cases of arbitrary objective spaces 
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Preliminary Numerical Results for the SGS Heuristic 

 

 Makespan of the DAG obtained with a variant 
of the classic local descent with monotonic 
improvement in the objective function.  

 

 Single and several (20) iterations agent 
selection vs noise regime variation.  

 

 Both cases use Forward-Backward SGS 
(RCPSP/max) for minimum makespan 
derivation.  

 

 Task times obtained by scaling normalized 
execution and transfer times to seconds. 
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J60 DAG Scheduling 

Kashansky et al. [2] 



Conclusion and Future Work 

 

 

 We have discussed the definition of the computing continuum and provided a theoretical model of how high-order computational 
properties emerge within MRCPSP framework; 

 

 We have initially studied the behavior of the MRCPSP/makespan problem over fully observable computational network. 

 

 We have discussed weak and strong aspects of the problem  in terms of two-phase heuristic approach 

 

 

 Future work: 

• Specific algorithms for OpenMP and OpenMPI techniques to speed-up computations; 

• Large-scale simulations requre non-trivial GPU acceleration techniques; 

• We expect to carry out more detailed comparative study of the several heuristics; 
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