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Machine learning methods and, in particular, deep neural networks are often used to solve the problem of im-
age classification. There is a tendency to increase the amount of training data and the size of neural networks.
The process of training a deep neural networkwithmillions parameters can take hundreds of hours onmodern
computing nodes. Parallel and distributed computing can be used to reduce the learning time. The extensive
scaling capabilities of grid systems and the ease of connecting new computing nodes can significantly reduce
the training time of deep neural networks. But at the same time, we should take into account the specifics of
data exchange between the nodes of the grid system. Using the example of the problem of classifying a large
set of images, we propose methods for organizing distributed deep learning.
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