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Recent COMPASS HPC allocations

• 2016-2019 — Blue Waters, University of Illinois at Urbana Champaign


• Edge jobs management service: Multi-Job Pilot


• 2019-present — Frontera, Texas Advanced Computing Centre


• Edge jobs management service: Harvester


• On both machines COMPASS ran data reconstruction tasks


• Calibration database instance ran on each computing node
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COMPASS setup on Frontera 1/2
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COMPASS setup on Frontera 2/2
• Applied software installed at the local file system


• Calibration db runs at each computing node, i.e. 1 per each 56 jobs, first CPU 
on the node starts the db instance, others wait


• PanDA Harvester as an edge service is used, extended by COMPASS logic


• 4 Harvester instances deployed in order to reach the expected processing rate


• Submission size: each Harvester configured to run up to 5 submissions of 50 
nodes each, 14000 individual jobs in total


• Processing rate: 25-56K individual jobs
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Harvester and calibration database
• On HPC expected job execution time is declared before the submission, usually 

COMPASS data reconstruction job spends up to 8 hours


• Calibration database starts on each node before all payloads


• The db runs as a separate process, and continue to run even when all jobs are 
finished


• Harvester monitoring checks that all jobs are done and sends signal to kill the 
submission when all jobs are in finished state


• A special monitoring routine was developed in Harvester monitor module to kill the 
submission when all jobs are done: it checks that all job are in final status (‘failed’ 
or ‘finished’) and sends signal to Slurm to remove the submission
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Harvester and COMPASS data
• Each reconstruction job 

produces 5 output files: mini 
data summary tree (mDST), 
histogram, events dump, 
stderr and stdout


• Each result file must be 
transferred to the 
corresponding directory


• New stager module for 
Harvester was developed to 
perform such behaviour
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Submission types management
• COMPASS performs full-chain workflows on Frontera, including 

processing and merging


• Reconstruction job requires up to 8 hours


• Merging job usually spends 1 hour


• Each Harvester instance can manage several logical queues with different 
configuration


• Two queues were defined to work with Frontera: standard (submission to 
50 nodes and 10 hours) and merging (1 node and 2 hours)
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Jobs submission features
• Submission rate at Frontera for COMPASS is limited to 10 jobs per individual user, 

because more jobs overload the file system


• If submission generates too high load on the file system it will be removed


• A special software module is being used, which redefines all I/O operators and adds 
ability to work with the file system taking into account its current load


• All payloads are being transferred to the local cache disc of the node


• Applied software is being copied to the local cache disc of the individual node


• Each Harvester instance keeps 5 submissions in the queue, which allows to have 10 
submissions in waiting status while 10 are running in case of 4 Harvester instances
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PanDA server and long waiting jobs
• Frontera is a large machine and local batch manager sets higher priority for 

larger jobs in the queue


• Jobs can spend weeks waiting in the queue before being processed


• PanDA server usually restarts each 24 hours to reload CRLs and to release logs


• With high load each such restart leads to loss of jobs
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• Fetch-crl was disabled on PanDA and Harvester 
sides, rotation of logs has been moved to Apache’s 
responsibility, logging level was reduced to 
CRITICAL


• A dedicated PanDA server was deployed and LIT 
Cloud to work only with Frontera



Waiting and running submissions
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COMPASS computing infrastructure overview
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Summary

• Since 2019 COMPASS runs data reconstruction tasks on Frontera via the same 
production system which manages data processing on the Grid


• COMPASS-specific logic was implemented in Harvester: calibration database execution, 
data handling, monitoring


• Current setup allows to run 56 000 individual jobs, which is 4-5 times more than all other 
computing resources of the collaboration


• Future plans: start Monte-Carlo processing via the COMPASS production system on 
Frontera
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