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Introducing
● Explicit numerical methods are used for a wide range of scientific problems
● Need to speed up stencils calculation
● Tiling for data localization
● SIMD-computing
● x86 vs. ARM



Mathematical problem
● 3D acoustic-wave propagation

● Finite-difference time-domain method(FDTD) 
was used



Mathematical problem

Central fourth order FD was used

1D 2D 3D



Technical detail
● Uniform 3D grid with double precision value was used
● x86: six-core Intel® Xeon® E5-2620 v2 (2.1 GHz) 32 KB (L1), 256 KB (L2), 

15 MB (L3) with AVX-extension 
● ARM: four-core Cortex-A53 (400 MHz) 32 KB (L1), 512 KB (L2) with 

NEON-extension
● C\C++: gcc 7.3.1 with OpenMP



Vectorization
● Perform the same operation (addition or multiplication) with several data 

simultaneously
● AVX-instructions(_m256d register) and NEON-instructions(float64x2_t)
● Used vectorization for external spatial cycle



Order optimization
● 4th-order representation to 2th-order



Tiling
● Data localization algorithm for cache-optimization
● Non-recursive and recursive cube-tiling
● ZCube-recursive tiling



Non-recursive cube-tiling

Macros-substitution



Non-recursive cube-tiling. ARM



Non-recursive cube-tiling. x86



Recursive cube-tiling h = 2^(k−1)
the distance between 
tiles at the current 
recursion level



ZCube-tiling
● Grid cells grouped in ZCube cells
● Vectorized ZCube + tiling



Recursive-tiling. ARM



Recursive-tiling. ARM



Recursive-tiling. x86



Conclusion
● Best performance with 

non-recursive tiling
● ARM 12 times more 

performance/power 
efficient than x86

● Cluster computing



Thank you for your attention!


