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Introduction
• The main use case for the EventIndex is event 
picking, i.e. finding one or a few events in the many 
billions of ATLAS events, stored in several million files, 
and extracting them.
• Some physics analyses need to extract many events 
in order to process them with enhanced algorithms
One example in 2019 was the “γγ2WW” analysis, 

which required the extraction of 50k events
A second round of that analysis is now requiring 

136k events
• An automatic system to extract the requested events 
and deliver them to the requestors is therefore needed: 
the Event Picking Service

2



Main Stages

• Split task
• Panda task

– Copy events
• Verification

– Check that all run-events exists in output file
• Send mail

3



Architecture of the Event 
Picking service
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Guidelines
• Web server and Daemon are independent 

and communicate using database.
• Only web server communicates with Client  
• Only the Daemon communicates with 

protected systems (like Panda, Rucio).
• The Daemon has flexible workflow. The 

workflow can be modified only using 
database.

• The results of all steps of workflow are 
stored in database.

• The input data to any step is the output 
from the previous one. 5



Basic terms
Request
Initial data of user
Job
A step of request workflow. Each job contains at 
least one chain. The number of chains can be 
different for different jobs. All chains of the job can 
be executed in parallel mode.
Chain
A combination of tasks with special workflow.
Task
A workflow chain step that performs a real task. 6



Request Workflow
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Object model 
(briefly)
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Daemon structure
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Basic technologies:
- PostgreSQL;
- ApacheTomcat;
- JAVA;
- WALT*.

Version 0.3.05 available

Web server

*Web Application Lego Toolkit (Developer Sergey 
Kunyaev from JINR) 10



Web interface: Create new request

11



Web interface: Monitoring requests
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Web interface: Monitoring 
requests
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Web interface: Monitoring requests
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Result Mail
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Second Round of Event Picking 
for yy2WW analysis

New request:
 593 runs 
 136k events

Results:
 Small request (1 and 4 runs in request) was done 

without big problems. The small bug fix was 
done.

 Big request (589 runs):
Some runs finished ok
Some runs finished with problems, being 

addressed now
 not enough quota
 not found dataset   
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Conclusion
• After half year of development, 

prototype of the ATLAS Event Picking 
Server implemented. 

• The development will continue, to 
adapt for possible errors on different 
tasks.

• The real task “Second Round of 
Event Picking for yy2WW analysis” 
was started. 

• The algorithms of service will 
improve use experience of problem 
data. 17
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