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Introduction
● The old monitoring and accounting infrastructure based on custom frameworks 

was developed by CERN IT and ADC more than 10 years ago to monitor 
workload management (PanDA) and distributed data management (Rucio) 
systems

● The old infrastructure had significant limitations in performance, scalability and 
data visualization

● Since 2016 CERN-IT MonIT group started developing a new unified 
infrastructure and environment for monitoring and accounting applications based 
on modern and efficient open-source software stack

● The stack is adapted for the ATLAS experiment and allows the development of 
dedicated monitoring and accounting applications in Grafana and Kibana 
visualization environments 

● The current state of the monitoring and accounting infrastructure are presented 
in this talk
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CERN MonIT Unified Monitoring Infrastructure (UMA)

Link
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https://monit-docs.web.cern.ch/overview/architecture/


UMA overview
● Data Sources

○ PanDA database
○ Rucio database
○ Rucio trace server
○ Pilot
○ CRIC API

● Collectors
○ ActiveMQ (AMQ)
○ HTTP
○ Java Database Connectivity (JDBC)

● Storages
○ Hadoop File System (HDFS) for long-term data archival and offline analytics 
○ Elasticsearch for short-term and long-term data
○ InfluxDB for the medium-term data

● Data access
○ Grafana: access to all data in the MONIT infrastructure
○ Kibana 

■ Short-term: access to data for operations
■ Long-term: access to data for accounting

○ Service for Web based Analysis (SWAN) 5



ATLAS Monitoring production dashboards in UMA 
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● Jobs monitoring and accounting
○ Job Accounting
○ Jobs Monitoring (Monit ElasticSearch)
○ HS06 Reports

● DDM transfers and accounting
○ DDM Global Accounting (Historical)
○ DDM Global Accounting (Snapshot)
○ DDM Site Accounting
○ DDM Transfers
○ DDM Transfers (Historical data)

● Sites Monitoring 
○ Site-oriented dashboard
○ Site Status Board Overview
○ Site Status Board - Panda Jobs
○ Site Status Board - SAM3



Jobs Dashboard Overview
● Flume JDBC extracts information from jobs tables in 

PanDA database every ten minutes
● Pledge information from the WLCG REBUS 

database
● Topology Information is taken from CRIC 
● SPARK job for processing data consist of the 

following steps:
○ In the first step, job computes additional 

information for each job (ADC activities, error 
messages, walltime)

○ In the next step, data is enriched with 
topology information from CRIC

○ In the last step, processed data is written 
back to Kafka 

● Kafka keep aggregated data into five separate 
indices for each jobs statuses (completed, finilising, 
pending, running and submitted jobs) in the 
ElasticSearch

● Aggregated information about jobs also keep into 
HDFS storage
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Jobs Accounting dashboard
● The job accounting dashboard is used by shifters, 

experts and management to spot problems with 
the workflow management system

● Special ATLAS styles
● Information about jobs is available since 2010
● 87 plots, 25 filters, 23 options to group data
● Binning: 1h, 1d, 1w, 1M
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Efficiency based on success/all accomplished jobs 
(by computingsite)

Slots of Running jobs HS06 
(by adcactivity)



Jobs Monitoring dashboard
● The dashboard provides extended information about 

completed jobs for 2 months 
● It is useful to monitor separate job(s), task(s) or request(s)
● The data is processed in the same as for Jobs accounting 

dashboard
● Kafka keeps aggregated data into dedicated index for 

completed jobs in the ElasticSearch storage
● 21 plots, 24 options to group data, 27 filters
● Binning: 10m, 30m, 1h, 6h, 12h, 1d, 7d, 14d, 30d
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HS06 Reports

● The dashboard is used by 
management to generate HS06 
Reports

● The dashboard uses aggregated 
data from ElasticSeach index for 
completed jobs (job accounting 
dashboard)

● Information is split into separate 
tables: for Computing sites, 
Sites, Federations, Tiers

● Data from the tables can be 
exported to CSV reports using 
Grafana API and python script
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DDM Dashboard Overview

● MONIT infrastructure collects events and 
traces and injects them into Kafka pipeline

● Furthermore, the infrastructure also regularly 
reads topology information from CRIC and 
add them to Kafka

● SPARK job for processing data consist of 
the following steps:

○ In the first step of data processing. 
SPARK job transforms the events and 
traces so they fit in a similar structure

○ In the next step they are enriched with 
topology information from CRIC

○ In last step everything is aggregated in 1 
minute bin by source/destination, activity, 
cloud, federation, country, tier, etc. and 
the number of failed and successful 
transfers are counted

● This data is written back to Kafka and then 
stored in Elasticsearch/InfluxDB/HDFS
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DDM Global accounting dashboards
● Historical dashboard

○ Dataset based. Counts for each dataset 
how many file replicas are available split by 
primary/secondary/tier/disk/tape/dataset 
metadata

○ Shows the evolution of replicas over time
○ 13 plots, 6 filters, 5 options to group data

● Snapshot dashboard
○ Same as the Historical dashboard but 

shows the numbers for the last week
○ 13 plots + tables from overview part, 6 

filters, 5 options to group data
● The data for these dashboards is aggregated 

once a week
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DDM Site accounting dashboard

● Interesting for operations and site admins

● RSE (Rucio Storage Element) based 

● Counts the number of replicas for each 

endpoint 

● Can be aggregated/split by 

topology/dataset metadata

● For example show volume/number of files 

for all primary DAOD datasets on US Tier-2 

DATADISK

● 233 plots, 17 filters, 18 options to group 

data
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DDM transfers dashboards

● The DDM transfer dashboards are mainly 
used by shifters and experts to monitor the 
worldwide transfer on the grid and spot 
problems

● The main dashboard has a granularity of 1 
minute for 30 days

● It is using both InfluxDB and Elasticsearch 
at the same time. The time-series 
information in the plots is coming from IDB. 
The transfer details are coming from 
Elasticsearch

● 35 plots, 18 filters, 17 options to group data
● Binning: 10m,1h, 6h, 12h, 1d
● Historical transfer dashboard has a 

minimum granularity of 1h for up to 5 years 
● The historical dashboard contains: 39 plots, 

16 filters, 23 options to group data. Binning 
the same
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Site-oriented dashboard
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● This dashboard 
combines information 
from Jobs Accounting 
and DDM transfer 
dashboards 

● Allows to monitor and 
analyse computing 
sites efficiency

● 8 plots (6 Jobs + 2 
DDM), 5 filters, 55 
options to group data

CPU Efficiency of good jobs

Transfer Efficiency (by activity)Efficiency based on success/all accomplished jobs 
(by adc activity)



Site Status Board Overview
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Site Status Board - Panda Jobs
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Site Status Board - SAM3
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● Since 2016 CERN-IT MonIT group started developing a new unified infrastructure (UMA)
● The UMA infrastructure uses modern and efficient open-source solutions such as Kafka, InfluxDB, 

ElasticSearch, Kibana and Grafana to collect, store and visualize metadata produced by data (Rucio) 
and workflow management (PanDA) systems

● This software stack is adapted for the ATLAS experiment and allows the development of dedicated 
monitoring and accounting dashboards in Grafana visualization environment.

● ATLAS Monitoring has 12 production dashboards for Sites, Jobs and DDM monitoring 
● The monitoring based on UMA is constantly being improved
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Thanks!


