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Introduction

● The UMA (unified monitoring infrastructure) software stack developed by the 
CERN-IT Monit group provides the main repository of monitoring dashboards

● The adaptation of this stack to the ATLAS experiment began in 2018 to 
replace the old monitoring system

● Many dashboards were created and updated in Grafana for various user 
groups and use cases to monitor the workflow management system (PanDA) 
and computing infrastructure 

● The ATLAS Production and Distributed Analysis System (PanDA) is a key 
component of the ATLAS distributed computing infrastructure

● This presentation is dedicated to the overview of these dashboards in the 
ATLAS experiment



ATLAS production dashboards for workflow management 
system

Monit based dashboards

● Jobs monitoring and accounting
○ Jobs Accounting
○ Jobs Monitoring (Monit 

ElasticSearch)
○ HS06 Reports

● Sites Monitoring
○ Site-oriented dashboard
○ Site Status Board Overview
○ Site Status Board - Panda 

Jobs
○ Site Status Board - SAM3

Custom Grafana dashboards

● Harvester monitoring
● PQ/CE harvester monitoring
● iDDS Monitoring
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Monit based dashboards



Jobs accounting dashboard. Overview
● The jobs accounting dashboard is used by shifters, experts and management 

to spot problems with the workflow management system
● Information about jobs is available since 2010
● Dashboard uses Monit ElasticSearch storage for aggregated data as 

backend
● Kafka keeps aggregated data into five separate indices for each jobs 

statuses (completed, finilising, pending, running and submitted jobs) in the 
ElasticSearch

● CRIC as a topology source
● 87 plots, 25 filters, 23 options to group data
● Binning: 1h, 1d, 1w, 1M
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Jobs Accounting dashboard. Jobs plots 
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Jobs Accounting dashboard. Efficiency plots

● CPU consumption 

time successful/all 

jobs

● Wallclocktime 

successful/all jobs

● Efficiency based on 

success/all 

accomplished jobs
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Jobs Accounting dashboard. Custom legend styles and plots 
“For presentations” 

● ATLAS Theme and 
ATLAS Theme 
(compact legend)

● Slots of Running jobs 
by ADC activity, 
Resource type

● Slots of Running jobs 
(HS06) by ADC activity
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Jobs Monitoring dashboard. Overview
● The dashboard provides extended information about completed jobs for 2 months 
● It is useful to monitor separate job(s), task(s) or request(s)
● Data is processed in the same as for Jobs accounting dashboard
● Kafka keep aggregated data into dedicated index for completed jobs in ElasticSearch storage
● 21 plots, 24 options to group data, 27 filters
● Binning: 10m, 30m, 1h, 6h, 12h, 1d, 7d, 14d, 30d
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Jobs list Panda Failures by ExitCode



Jobs Monitoring dashboard. Job duration plots

● Status map plot
○ Green and red buckets are 

number of the buckets. 
There is no possibility to 
display number of jobs in the 
buckets

● Bar plot
X-axis job duration 
Y-axis number of jobs

jeditaskid 
25850746
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negative jobs 
duration



HS06 Reports
● The dashboard is used by 

management to generate 
HS06 Reports

● The dashboard uses 
aggregated data from 
ElasticSeach index for 
completed jobs (job 
accounting dashboard)

● Information is split into 
separate tables: for 
Computingsites, Sites, 
Federations, Tiers

● Data from the tables can be 
exported to CSV reports 
using Grafana API and 
python script
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Computing sites

Tiers



Site-oriented dashboard. Overview
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● This dashboard 
combines information 
from Jobs Accounting 
and DDM transfer 
dashboards 

● Allows to monitor and 
analyse 
computingsites 
efficency

● 8 plots (6 Jobs + 2 
DDM), 5 filters, 55 
options to group data

CPU Efficiency of good jobs

Transfer Efficiency (by activity)Efficiency based on success/all accomplished jobs 
(by adc activity)



Site Status Board Overview
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Site Status Board - Panda Jobs
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Site Status Board - SAM3
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Custom Grafana dashboards



Harvester monitoring dashboard. Overview
● Harvester is a resource-facing service between the PanDA server and collection of pilots
● This dashboard uses ElasticSearch storage as backend 
● Information in the storage is copied and updated every 5 minutes using the Logstash
● Two tables in PanDA as a datasource: harvesterworkers and schedconfig (CRIC)
● 18 plots, 10 filters
● Binning: 10m, 30m, 1h, 6h, 12h, 1d, 7d, 14d, 30d
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Harvester monitoring dashboard. Worker evolution
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PQ/CE harvester monitoring dashboard. Overview
● Monitors Harvester worker submission issues at PanDA queues 

and CEs. Four components: 
○ ElasticSearch: repository with worker information
○ Python script for data extraction and analysis
○ InfluxDB/MySQL: storage of analyzed data
○ Grafana: visualization

● Analyzes workers in final states in the last 1h. “Good workers”: 
finished status “Bad workers”: failed, cancelled, missed statuses

● 13 plots, 8 filters
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Worker submission stats by PanDA queue

Worker submission stats by CE

Detection of faulty submissionhost-CE processes (WIP)

online queues only by default Filters



PQ/CE harvester monitoring dashboard. Submission stats

Worker submission 
stats: error rate = 
bad workers/total 

workers

CERN cloud for demo purpose

default sorting
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PQ/CE harvester monitoring dashboard. Error messages

CERN-EXTENSION_HARVESTER: No space left on device
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PQ/CE harvester monitoring dashboard. Submission rate history

Error rate for computingsites Total bad vs good workers

Bad queues

Good queues
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iDDS Monitoring dashboard. Overview

● intelligent Data Delivery Service (iDDS) is proposed to intelligently 
transform and deliver the needed data to a processing workflow in a 
high granularity

● Monitoring has been created in the Monit Grafana to help debug and 
improve the service

● All iDDS data is available in ElasticSearch storage
● Information in the storage is copied and updated every 5-10 minutes 

using the Logstash
● Dumps tables from the database:

○ Information from all iDDS tables
○ Information about iDDS jobs from all jobs tables (not only completed jobs) in 

PanDA database + from jedi_task and schedconfig tables. Six months data 
available

○ Information about iDDS tasks from jedi_task table in PanDA database + from 
jedi_taskparams table. Six months data available

● Information about errors in iDDS is aggregated from iDDS logs using 
Filebeat and Logstash
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iDDS Monitoring. Information about collections
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iDDS Monitoring. iDDS tasks accounting and monitoring 
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only iDDS tasks

iDDS task statuses



iDDS Monitoring. iDDS jobs monitoring 
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only iDDS jobs

iDDS jobs statuses iDDS jobs statuses. Pie chart



iDDS Monitoring. iDDS logs
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Error messages by iDDS host



● ATLAS started using the UMA software stack in 2018 to replace the old monitoring system
● Many dashboards were created in Grafana to monitor PanDA system, computing infrastructure and 

PanDA’s components (iDDS, Harvester)
● Two types of dashboards: Monit based dashboards and Custom Grafana dashboards
● Jobs Accounting, Jobs Monitoring, HS06 Reports, Sites monitoring, Harvester monitoring dashboards 

are available for the different user groups in ATLAS
● The monitoring based on UMA is constantly being improved
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Thanks!


