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Introduction

● Data Lake R&D project was launched in Russia as a continuation of the successful 
Federated Data Storage project and is a part of WLCG DOMA activity 

● The prototype is being implemented (see talk by Andrey Kiryanov on Thursday 
afternoon) and it is targeted at testing of different configurations of data caching and 
buffering mechanisms using real ATLAS and ALICE experiments payloads

● In order to compare the efficiency of the resource usage between different 
configurations and control the state of the deployed infrastructure a monitoring system 
is needed

● ELK-stack and Django framework are used to create monitoring infrastructure of the 
project  
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Russian Data Lake monitoring architecture



ELK stack and datasources
● ELK stack

○ Filebeat is a special open-source software to collect messages 
from logs files

○ Logstash is a special open-source software for collecting, 
filtering and normalizing data

○ ElasticSearch is a distributed open-source software for storing 
and searching information

○ Kibana is an open-source data visualization plugin for 
Elasticsearch. It is used for visualization of data from 
Elasticsearch cluster

● Datasource
○ Xrootd logs 
○ Billing database
○ Accounting database
○ BIgPanDA API
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Xrootd monitoring. Overview

● It allows to monitor the state of the Xcache storage and file accesses in the cache

● Fully based on information from Xcache logs

● Filebeat is installed and configured on all nodes with Xcache to send log messages to 
Logstash 

● Logstash processes these messages using special filters and stores processed 
information to ElasticSearch cluster

● Data is stored in a dedicated ElasticSearch index

● Xrootd monitoring consist of 9 plots (including map visualization)
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Xrootd monitoring. Accessing XCache files

● Bar plot provides information 
about number of hits (fetch - first 
access to the file after copying to 
the cache) to files in the Xcache 
distributed by time

● Table contains information about 
files in Xcache: number of 
accesses to files, path to file and 
file name, type of access, 
hostname, size of files
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Xrootd monitoring. Xcache disk usage 
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Billing monitoring. Overview

● It allows to get information about operations and requests from dCache database

● dCache uses PostgreSQL as storage

● Logstash using JDBC filter extracts and combines data from billinginfo (operations) and 
doorinfo (requests) tables in dCache database 

● Information from tables is enriched with meta information using the Logstash filter and 
Geoip2 base

● Meta information includes: geographic location of the initiators of requests for 
operations: geographic coordinates, city, country, etc

● Combined information is stored in a dedicated ElasticSearch index which contains 
fields from both tables

● Billing monitoring consists of 11 visualizations (including map visualization)
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Billing monitoring. File transfer information
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Billing monitoring. Errors information
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Jobs monitoring. Overview

● It provides information about test jobs that are launched using HammerCloud 
system

● Collecting data using BigPanDA API (the monitoring system for PanDA WMS 
in ATLAS)

● Logstash every 10 minutes makes HTTP request to this API and gets 
information about jobs in RU cloud

● The information about the test jobs is stored in the ElasticSearch index 
● Kibana dashboard consists of 30 visualizations which allow evaluating the 

efficiency of jobs execution on computingsites
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Jobs monitoring. General information
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Jobs monitoring. Job processing efficiency
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Pilot timings:
● timepayload: Athena running time
● timestageout: time to upload output 

files
● timegetjob: time to get a payload
● timestagein: time to download input 

files
cpuconsumption 
walltime: time a job was running



Accounting monitoring. Overview
● This part of monitoring allows to 

monitor computational elements, 
linking the load of storage systems with 
the load on computational nodes

● Accounting database based on 
MySQL. The database contains 
information about accounting tasks, 
which describe the state of operation of 
computational elements

● Data from the database is obtained 
every 10 minutes using the developed 
JDBC Logstash filter, processed and 
exported to ElasticSearch index

● Accounting monitoring consists of 3 
visualizations 
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Due to limitations of Kibana 
visualisation features it was 
decided to create a custom web 
application for tests monitoring
Technology stack:

● Django framework
● ElasticSearch
● AngularJS + C3.js + DataTables 

It allows a user to get advanced 
“ready for publication” plots of 
different test metrics, the most 
important are:

● Download input files time
● Athena running time
● Upload output files time
● Total time

Custom monitoring and analytics
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Each computing queue represents one of RU Data Lake prototype configurations 



● The unified monitoring system based on ELK stack was developed and deployed at PNPI 

● It monitors all the components of Russian DataLake prototype including xCache, dCache, Accounting 

● 4 dashboards were created in Kibana

● The custom web-application based on Django framework was developed to mitigate the lack of advanced 
visualisation features in Kibana 

● Work to improve monitoring of the project continues
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Thanks!
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