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Experiments at IHEP
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IHEP Computing Center

Astro Physics Experiments
HXMT: 0.2PB/year, 2000 CPU cores,2017-2023
~550KM GECAM:0.2PB/year, 2000 CPU cores,2021-2025

High Latitude Cosmic Ray

Observatory
LHAASO: 6 PB/year,10000 CPU cores 2020-

YBJ:0.1PB/year, 1990-
~4400M !
HEAD: 3PB/year, in plan
eXTP: 0.3PB/year, in plan
Collider Experiments
BESIII: ~1 PB/year, 10000 CPU cores,2010-2027
~-5M

CEPC prototype: 0.3 PB/year, 2014-

Neutron/Photon Sources
a2k ¥ &L QJ BEAFEHRR
China Spallation Neutron Source e

High Energy Photon Source | HEPS

CSNS: 1PB/year 2000 CPU cores (current)

100 PB/year, 10000 CPU cores (future)
HEPS: 150 PB/year, 10000CPU cores, 2025-

~-300M Neutrino Experiments

DayaBay: 0.3 TB/year, 3000 CPU cores,2012-2020
JUNO: 3 PB/year, 10000CPU cores 2022-2032



IHEP Computing Center
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Distributed Resources b BATHERw

> IHEP Computing Center
MERLRRRNEE — CPU Cores Disk Storage Tape
TR, Storage
. b IHEP-CC 38000 Lustre,20 PB 30PB 100G/10G/1G
EOS, 10 PB
IHEP-Dongguan ~4000 Oceanstor 3 PB 1PB 10G-100G to CSNS
Guangdong Province IHEP
IATAMS ~15000 Lustre 2.5 PB 1G-10G to IHEP AMS
Shandong Province
IHEP-Daocheng ~1800 EOS 1.6 PB 2G to IHEP LHAASO
Sichuan Province
USTC, 1920 Lustre 4 PB Internet BESIII, ATLAS
Anhui Province
LZU 180 Internet BESIII
. Gansu Province
[ ]
Remote sites have good network to IHEP oKL 588 nternet —
. ] Beijing
 Remote sites is fully managed by IHEP-CC
Shandong Uni. 472 Internet JUNO,LHAAS
« Data transfers is managed by SPADE Shandong Province O'BES'S'"ATLA
e CPUs can not be Shared in a global pool Huawei Cloud ~20000 3 PB 10G to IHEP CSNS
Dongguan
* No unified user authentication and authorization IHEP Huairou Branch ~10000 Lustre 30 PB 100G to IHEP HEPS
(ready by 2025)

It’s essential to R&D in distributed computing technologies
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HEP Computing Center

e Large Scale storage and powerful computing requirements

BEPCII/BESIII: ~1PB/year, 10000 CPU cores = Neutron/Photon Sources
Nutrino experiments

o CSNS: 1PB/year 2000 CPU cores (current)
100 PB/year, 10000 CPU cores (future)
« HEPS: 150 PB/year, 10000CPU cores, 2025-

« DayaBay: 0.3 TB/year, 3000 CPU cores

¢ JUNO: 3 PB/year, 10000CPU cores, 2022-2023
LHAASO: 6 PB/year,10000 CPU cores 2020-
Astro physics experiments m LHC: 50 PB/year, 3~5PB/year transferred to IHEP

o Hundreds of TB/year ¢ ATLAS, CMS, LHCb, Bellell
e Multifunctional Information and Computing platform: High performance, High availability and High Efficiency

m Computing system m Data Management system
e HTC, HPC, real-time computing, * Scientific data management, data policy
Heterogeneous computing, distributed computing m Information Service
m Data storage » Videoconference, database, docdb, Indico, Twiki,
* Provide hundreds of PB data storage service Gitlab, etc
m Network(Data Center and Internet) m Cyber Security
* Bandwidth: 100Gbps .

Safe and reliable security environment for critical
infrastructure

* Open data service

m Software framework
* Different experiments use different softwares
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> IHEP Computing Center

<+ BESIII Collaboration
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m 20 institutions, ~250 collaborators "y

= 4 countries “o
e DayaBay sy

m 40 institutions, ~250 collaborators N

m 6 counties and regions

e JUNO

m 71 institutions, ~500 collaborators h - Mahidol U. Thailand
. Solar CR phys. and
m 16 countries Space-weather
e HEPS & CSNS

| PUb“C SCientiﬂC resea rCh faCilitieS 16 4~Countries, 71 Institutions, ~500 Collaborators

e Tier-2 of ATLAS, CMS, LHCb, BELLE I »m

m Hope to strive to establish Tierl to deepen international -
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= Objective ERN Y S

» IHEP Computing Center

e Provide IT Service

m Scientific computing service for essential scientific activities for particle physics and
Neutron/Photon source

o Scientific diversity programme; theory; detector R&D; LQCD and so on

o Future colliders; accelerator R&D

m Scientific research management and information service

e IT R&D

m Scientific computing and data platform: computing, data storage, network, security

m Software: Scientific software framework, Scientific data management software,
Information software

m Al technology: Al platform, Intelligent operation and maintenance, Data processing

m Deepen international cooperation
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» IHEP Computing Center

Strategic plans




, (1) Data and Computing Platform B %, PATHERR

e Vision and main goals
m Achieve a high performance computing platform with “One platform, multi-centers” architecture
m Realize the expansion and integration of cross-domain heterogeneous resources

m Provide the most suitable computing services for all experiments

e Missions
m Establish user committee to collect experiments’ demand and supervise operation quality

m Build a high level data center infrastructure for HEP experiments

m Lead in establishing Scientific Computing Alliance to export technology, software, standard
specifications in relevant demostic fields

m Focusing on JUNO, LHAASO and CEPC, leading the construction of its own distributed computing
platform, and joining the wider HEP grid computing platform (such as WLCG/EGI), and
establishing strategic cooperation with more experiments such as SKA

m Improve IT contribution to WLCG (matching physical contribution)



& Computing R&D N RATHEER

» IHEP Computing Center

e To support million CPU cores scale : Qos
| | | ' Quantum
‘_ - ‘ ‘ ALl ‘ ‘ Workflow ‘ ‘ computing | e Need to coordinate and cooperate with multiple
centers in various fields to construct “One
- - Platform, multi-centers”
. dHTC Sy Dirac Cloud = . o .
c computing Computing o e Implementation of distributed computing
%n Distributed Computing < CE' framework for JUNO and LHAASO
Q
= 5 =
c ~'e) L
S UTC HPC Lustre £OS ® 7D e Apply novel IT technologies like Quantum, Al,
L =
% Heterogeneous _ 2 gt ARM etc.
- C . Data Preservation ™ O
2 omputing =
7 =
Local Cluster |\ Local storage o




= (2) Data Storage SN FRTREA

» IHEP Computing Center

e Goal: Overcome the technical challenges of data storage from the three key areas of
HEP, Radiation science and Space astronomy

m ZB-level cost effective storage capacity
m TB/s- level linearly scalable data access performance
m Safe and reliable long-term data preservation

m Efficient remote data access in distributed computing framework

e Missions
m R&D of hierarchical storage and intelligent storage technology for HEP computing

m R&D of tape management for Long-term data preservation

m R&D of remote data access through WAN
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HEP Computing Center

a D
Proxy, SE, Data Transfer, DM client... Proxy Layer
Y - J
Astro- Photon/Neutron Home Distributed Computing HEP Application Layer
Physics Source Dir. &IHEPBoOX
Policy HDF5 )
Engine A POSIX \&‘ .
+ Disk Layer
Migration Lustre CVMFS/AFS EOS/DPM 30 PB, Disk Arrays/JBOD

»

Clients

é U“rad fW’=0S CTA Archive Layer
CC/?STSTQ R\'“" . =/ IoC 30 PB,LTO 4/7

o o

Storage R&D

Computational Storage
Al based data compression

Open Maintenance and Analysis Toolbox ~ Anomaly Detection Framework
Fine grained monitoring data in ELK Temporal and Spatial Anomaly
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(3) Software framework N BATHERR

P IHEP Computing Center

e Goal: Development two kinds of software frameworks

m DAISY: Data processing software framework for HEP and photon sciences

= Scientific Data Management framework W°£:,‘gﬁ1";'
e Missions

m Form the data processing framework particularly for photon science and
astronomy projects

= Form the scientific data management and data policy for photon science to
manage and annotate data and publish as open data |

Metadata Ingestor

3 20204523

m Develop workflow and dataflow engine "]

o, -“T“'

m Form an ecology contains a framework and discipline softwareby .~ ——

. . . . . Metadata Mo | ] etadata “Semm— { ,,,,,,,,,,,
collaborating with discipline software team N e |

Metadata Catalog
Database



£ (4) Network and Security N, BT HER

B Provide on-demand high performance network infrastructure

m |[HEP has collaborated with CERN in

m WAN performance improvement: LHCONE (LHC Open Network Environment )
m China has joined LHCONE since March 2018

B Supporting IPv6 in computing environment
m |HEP became one of the WLCG Tier-2 sites who supported IPv6 since the end of 2017

B Cyber security
B |HEP established the Chinese cyber security federation in June 2016

m Sharing the workflow, experiences and knowledge on WLCG security Trusted individuals enable
sharing between groups

B Foreseeable further collaboration

B More research and development in LHCONE and = L
SDN/NFV/RoCE to provide higher performance in data 2
transferring and sharing between collaborators

Sl Chinese
A J

1
B Research on the new network techniques to provide stable
and high performance in network connectivity &

B Establish more comprehensive and practical scheme in
Cyber security




= (5) Information Service N BATSHER

» IHEP Computing Center
. . Projects
¢ 2021-2023 new planning and construction start s 5 s 3 e
m Increasing and diversified demands from scientific research —
A dev [ | Develope
= Respond to the development of IHEP B e s 1 i
. d I d | . f H b d C huanggl@ihep.ac.cn / computing-k8s & | Maintainer
® De5|gn, evelop, and release new In ormation systems ase
. manual / eos-ops [§] | Developer
On neW requ I rements - IHEP EOS operation manual
E ps-site (& I
m Institute-level OA system (daily affairs management, personnel
. . G I/ grid &
resignation, leave,...)
G I/ g Isn‘zulce B8 lop
WARIRG:
mi‘_ﬂﬁm *ﬂﬁ%ﬁgﬁﬁ Twiki: Material Procurement System shijy@ihep.ac.cn / IHEPCC-system-task [ | Maintainer
Collaboration/& £ ALICPT&SSQ(ok) BES3(ok) CATCH(ok) shiy@ihepscn / IHEPGrd £ ( Meinainer
CC (k) CEPC(ok) CSNS
EXTP GECAM (ok) HEPS-TF h hep-module £ | Develos
Insight-HXMT(ok) JUNO (ok) LHAASO(ok)
MeVCube(ok) SVOM/GRM WNS L I /lhaase & ©
Group/gsE ForeMan-group HXMT IML
NHEPSDC (k) SET
Fra|BEEE, 835CMS, CRAC, HERD, POLAR, SCDG, SaGZ IHEPshare(ck) L o 8
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Main Activities and Progress




One Platform multi-centers “a

e Develop dHTC (Distributed High Throughput
Computing) to integrate cross-border resources

o)
W) RS
d;"}):
e Keep same usage mode as IHEP local cluster and o Login Farm 8
Cloud Users Cloud Resource v%5 /HPC Users
transparent to users Management ’
e July, 2021 One platform multi-center (Beijing, w2

Dongguan) come to online

e CPU cores: up to 70,000 Dedicated 3 edicated
S — S | bandwi ‘ S — S
100G @ @ | 100G @

e Storage capacity: >35PB

e Network (Beijing-Dongguan):1Gbps --> 6Gbps .. |
n ..i===.._ | g’é
openstack Sl.dI!'I'!'I | | EHhS
® Heterogenous hardware | |
% i i OceanStor
IS ‘ \ 9000
® X86 CPU. GPU, ARM _ §ouus ) /
Beijing, IHEP Dongguan,IHEP Data Center, Dongguan

Support LHAASO and LQCD
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IHEP Computing Center

Distributed Computing Facility
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e DIRAC
Core  File Catalog
* Job Management

Advanced
User
Interface

VOMS: authentication and authorization
CernVMES: SW and small data sharing
Network monitoring

A

<

Basic

e Local Storage Element, as DCACHE, XROOTD,
STORM

Sto ra ge ¢ Data transfer: FTS

* Book-keeping

Sites (cores) m Resource type Site SiteType MaskStatus

Dir 7

FTS gridFTP  SRM  gridFTP CE  cloud cluster
SRR based
Monitoring

Services Monitoring

Monitoring Services Services

Network Data management Job management

CNAF 400 HTCondorCE GRID.IN2ZP3 fr GRID B Active
IN2P3 210 HTCondorCE CLUSTER.SDU.cn CLUSTER Bl Active
JINR™ 2000 OpenNebula->HTCondorCE CLOUD. IHEPCLOUD N CLOUD B Active
Padovana 100 OpenStack GRID.IHEF.cn GRID B Active
IHEP* 2000+500 OpenStack/HTCondor/HTCondorCE CLOUD. INFN-FADOY AN, CLOUD Wl Active
Sbu 50 HTCondor GRID.JINR-CONDOR. ru GRID Wl Active
Total* 5260 GRID.INFN-CNAF it GRID B Active




, R&D: (CSS)Computational Storage Systent, & & isrsHdw

P IHEP Computing Center

e CSS “move process to data” paradigm to its ultimate boundaries by deploying embedded processing
engines inside storage devices to process data

e Reduce data movement and improve computing efficiency Conventional Computational

Storage Model Storage Model

e Developed CSS based EOS and XROOTD for HEP computing st o s

2. Move data to compute
m Integrated general computing algorithm, data compression, etc

Compute

e Status
m Coding XRootD plugin based EOS storage
= Hardware: ARM, customized PCle (not decided)

m Plan to support LHAASO at the beginning



Daisy: Data processing software framework:, & #fsrsfaw

e
S IHEP Computing Center

Appllca’ﬂoh

Scientific Analysis Application

Tomography Spectroscopy Diffraction

a&; i P N —
User Interface v GUI Widget
ataStore -
(Matplotlib & PyQt) CLI/Scripts
" _ * 1DXvsY plot (ipython)

J U pyte I o / N - * 1D Histogram ¢ Analysis Scripts

Parameters * 2D Image view * Plotting Scripts

D_Vitl!we{J | e hCOrgN:"Lef ol * 3D surface * Data processing workflow

‘ isplay(Ul) «——— IPython(Ctrl Logical) » 3D iso-surface and volume

Framework
* Algorithm & Alg Mgr
Data Object & DataObj Mgr

e B e ot e st iSO —— 5 Storage

......
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’ Jupyter Home Token liuzhibin @ Logout

1. Login

(JupyterHub)
et et on oy (JupyterLab)

Server Options 2. Workflow >

Deep Learning
Mainstream deep learning framework, contains tensorflow,
pytorch, keras

Spark
Jobs can be submitted to the spark cluster

3. Visualization
(Jupyter notebook widget)

CT Slices

Projections . Sinogram
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IHEP Computing Center

* Design and develop metadata acquisition approach HDFS5 is entirely agnostic about what data is stored!

e Developed Metadata catalogue framework

Nexus is a set of rules how data should be organized in an
HDFS5 file.

e Data format standardization
m HDFS5 file format design for B7 beamline(Hard X-Ray Imaging)

HF HDFView 3.0

~ B b7 _scan 188, nxs. hb

File Window Tools Help

e Draft version of Data Policy for HEPS is finished

S €M ~ @ heps
Recent Files |E:\BaiduletdiskDownload\4-4_1_master.h5 = Descriptiun
« [ 4-4 1 paster.hd| £ beamline
User Service Data Service ~ @entry ,
© @ data Data files v i@ data
7 data_000001
I I ? data 000002 B3 b7_scan Dhyana_ 188 _master. hb
Workflow 7 data_000003 A .
« g Management ? data_000004 PSS— =| end_time
O : i 3
v @ instrument eamline Info LS instrument
D o oficton
Acquisition ) incident_wavelength Eu‘ cthp =2
Raw data —'T— © @ detector Detector Info E.ll detect
J L Job @beamﬁcenterf:{ ELECTOT
* > ¥ beam_center_y 3
vy Schedular e i 24 filter
MetaData ) bit_depth_readout 24 monochromator
Storage —— Data flow ) count_time ., .
—_— 8 countrate_correction_applied Eu‘ Pos1 tiloner

— Metadata T descripti
< > £! description

DMS . 1]
Control flov dEtECtDI‘SDI.ElelC
& detector_distance

L4 source

Site A

QA goniometer D exXperiment \

Site B

etector_number
& detector_readout_time
8 efficiency_correction_applied

irtual_pixel_ correction_applied
B x_pixel_size
B v_pizel_size

v~ @ sample

Sample Info

CACEL collimator
€A monitor ¥XBPM(ic)

Data Transfer B flatfield_correction_applied E“ SEensor
4 i : = -
B frame_time = prupusal_ld
A geometry
API| API €A goniometer E ™I No
CPU GPU ARM 8 pixel_mask_applied
< — £ sensor_material D Sample
. # sensor_thickness :
(eg. EQS) (eg. Lustre) Computing Resource hreshold_energy E-‘ slit

£ start_time

24 user



DMS Testbed for HEPS R

» IHEP Computing Center

2) beamtimelD

1. Network bandwidth is upgraded from 100Mb/s to 1Gb/s sample. .
1) listenwith socket path(project path) transfer 7) transfer datafiles
2. Beamline storage: 2TB NAS, Dell EMC NX3240, NFS file A command
Metadata F) datafiles statuURER PV -
SyStem User service | 3) beamtimelD Ingestor
1 H system - - 4) pid, File path . 5) track database changes storage
3. Central storage: 80TB disk array, Lustre file system, R . 12) access data

11) datafiles

located at Computing Center

4. A server located at the beamline, responsible for

metadata :
Data portal
10) datarequ

* metadata ingesting 16/5

5. DMS API server and database server, located at

Computing Center e
6. Data service web portal i

M . . I
* authorized users and administrators Beamline /
1G/s
¢ access data, download data fi|eS Eigerarea | 16/s Beamline control
detetor server

169GB/day

Molint NAS




Main Challen ges

eManpower

m 30+ staffs current

m Difficult, not many suitable candidates(such as software technology and development

talents)

elnternational Collaborations

m Broader international cooperation, such as opening up the direction of international

disciplines



«&»  Conclusions

eThis is recognized and reviewed by IHEP as the 2020-2025 strategy
plan, which provides a realistic and prudent IT support to ambitious
and visionary scientific objectives

eScientific data and computing platform capabilities and services are the
foundation of the development of IHEPCC

eThe information service at IHEP is one of the important tasks of IHEPCC

eStrengthen collaboration with experiments and integration of scientific
research activities

e Welcome talents to join IHEPCC
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Thank youl!

Any Questions?




