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3rd Gen Intel® Xeon®  Scalable processors
Built specifically for our customers’ needs

INTRODUCING

Optimized for Cloud, Enterprise, HPC, 5G and Edge 

Built-in security with Intel Software Guard Extensions, Platform 
Firmware Resilience and Total Memory Encryption

Only data center processor with built-in AI (Intel DL Boost)

Built-in crypto acceleration reduces the performance impact of 
pervasive encryption
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3rd Gen Intel® Xeon®  Scalable processors
Performance made flexible 

INTRODUCING

1.74x AI inference increase 
8380 vs. 8280 BERT

20% IPC improvement 
28 core, ISO Freq, ISO compiler

1.46x average performance increase
Geomean of Integer, Floating Point, Stream Triad, LINPACK

8380 vs. 8280

2.65x average performance increase 
vs. 5-year-old system

8380 vs. E5-2699v4

Up to 40 cores
per processor

Intel 10nm Process

Performance varies by use, configuration and other factors. Configurations see appendix [1,3,5,55]
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3rd Gen Intel® Xeon®  Scalable processors
Performance made flexible 

INTRODUCING

Only x86 data center processor with
built-in AI & security solutions

Scalable, flexible, customizableAdvanced security solutions

Targeted for 1S-2S systems

Next-gen Xeon Scalable Platform Faster, Flexible, Data ScaleBreakthrough Data Performance

Memory Capacity 
Increase vs.

2nd Gen Xeon 
Scalable

DDR4-3200
2 DPC

(Per Socket)

System Memory
Capacity 

(Per Socket)
DRAM + PMem

Up to

6TB
Up to

8CH
Up to

2.6X
Lanes

PCI Express 4
(per Socket)

Up to

64

Intel
Crypto

Acceleration

Intel Platform 
Firmware 

Resilience

Intel Total Memory
Encryption

Intel Software 
Guard Extensions

Optimized
Software

Intel Speed Select
Technology

Intel
AVX-512

Intel Deep 
Learning Boost

Intel® 
Optane™  
persistent 

memory 200 
series

Intel® 
Optane™  

SSD P5800X 
series

Intel® Ethernet 
800 series 

network adapters

Intel® SSD
D series

Intel® Agilex™  
FPGA

solutions
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Flexible Performance for Most Demanding Workloads
Outstanding gen-on-gen performance from intelligent edge to cloud

Cloud 5G IoT HPC Artificial 
Intelligence

1.5x
Improvement in 

Latency Sensitive 
Workloads

1.62x
Improvement 

in Network and 
Communications 

Workloads

1.56x
Image Classification 

Inference 
Improvement

1.57x
Faster Modeling 

for Critical Vaccine 
Research

1.74x
Language 

Processing 
Inference 

Improvements

UP TO

Performance varies by use, configuration and other factors. Configurations see appendix [5,7, 17, 19, 52]

UP TO UP TO UP TO UP TO
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Intel® Optane™  Persistent Memory 200 Series
Persistent memory made flexible 

Average of

32% higher
memory bandwidth
compared to 100 series

Up to

6 TB total memory
per socket
for faster analysis of the 
largest data sets

eADR (Enhanced Asynchronous DRAM Refresh) 
improves performance of apps that use persistent memory 
by eliminating “cache flushes” – volatile data including the 
CPU caches save automatically, even if power fails

Intel Optane PMem 200 series is compatible with 
existing PMem SW ecosystem & it continues to grow

Performance varies by use, configuration and other factors. Configurations see appendix [53]

Computes up to 2X faster graph analytics algorithms 
used in search, social networks, and fraud detection

Lower infrastructure costs by up 25% per 
VM while delivering the same performance 
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CPU

eADR automatically flushes caches 
eliminating CLFlush runtime use/overhead

(Requires: Barlow Pass, Energy Store, App support)

MLC/LLC

IIO
Memory

Controller

eADR Persistency Visibility ADR Option ADR Persistency Visibility

Intel® Optane™  Persistent Memory 200 Series
▪ Consistent developer target: capacity, latency…

▪ Increased bandwidth, better power efficiency

▪ Cross system innovation for increased application performance

Performance Improvement
Through enhanced power efficiency

System Level Optimization

Intel® Optane™  Persistent Memory
200 Series (Barlow Pass)

+32% Average 
Latency vs. Load

(70 read/ 30 write random, 256B and 64B)
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Intel® Optane™  SSD P5800X
The world’s fastest data center SSD

Optane SSDs accelerate slower bulk storage to 
increase responsiveness of HCI, VDI, databases 
and more

Optimized their cloud storage solution with a 
minimal number of P5800X’s per server to, so 
they can focus on streamlining bulk storage

20% faster writes on P5800X vs previous gen

Achieves a 2.5x bandwidth improvement when 
moving data to QLC capacity storage 

Up to

13X lower
average latency

All vs. Intel® SSD 
D7-P5600 NAND 

Up to

26Xmore
IOPS/GB

66X better quality
of service

Up to

Performance varies by use, configuration and other factors. Configurations see appendix [46]
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Intel® SSD D5-P5316 
Massive storage capacity made flexible

Reduce storage footprint by up to 20x 

Increased per server bandwidth accelerates access 
to large datasets in CDN, HCI, Big Data, AI, HPC, and 
Cloud Elastic Storage

Industry-leading density + no compromise quality and 
reliability enables customers to confidently deploy at 
scale in warm storage

Up to

7 GB/s
Read-optimized 
performance saturates 
PCIe 4.0

Up to

5X higher 
endurance
Compared to previous gen QLC SSD

48% better latency 
Compared to previous gen QLC SSD

Up to

Performance varies by use, configuration and other factors. Configurations see appendix [47]
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Intel® Ethernet 800 Series Network Adapters
Connectivity made flexible

Prioritizes application traffic to help deliver the performance 
required for high-priority, network intensive workloads

Fully programmable pipeline to enable frame classification 
for advanced and proprietary protocols

Supports RDMA over iWARP or RoCEv2 protocols and 
NVMe over TCP with ADQ for high throughput, low latency 
storage, cloud and HPC clusters

New E810-2CQDA2 adapter targets high-performance 
workloads such as vRAN, NFV forwarding plane, storage, 
HPC, cloud and content delivery networks

Up to

2X more
resources
for greater VM and container density

Up to

200
Gbps per
adapter

with new E810-2CQDA2 adapter

100 Gbps per port

and

PCIe 3.0, 
PCIe 4.0 and 
OCP NIC 3.0

Source:  2x more resources from 100Gbps to 200Gpbs
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Storage

▪ HPC

▪ AI

▪ GRID

▪ Software
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The Problem with POSIX and Blocks

…

Data Metadata

HPC Application I/O Middleware

HDF5

MPI-IO

SCR/VeloC

Dataset Serialized into a POSIX File

Block 1

Block 2

Block 3

Block 4

Dataset Serialized into a POSIX File
Block 1 header size key1 size val1

val1 cont’d size sizekey2

val2

Val2 cont’d

val2 cont’d size size val3key3

val3

Block 2

Block 3

Block 4

Block 5

Block 6

AI/Analytics Application

key1

val1

key2

val2

key3

val3

@

@

@

POSIX

Serialization

POSIX

Serialization

Block 1

Block 2

Block 3

Block 4

Block 5

Block 6

16
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Revolutionizing High Performance Storage
• Intel® Optane DC Persistent Memory is 

revolutionizing high performance storage by 
providing low-latency and fine-grained 
persistent storage.

• … but existing distributed storage software is a 
bottle neck

• Optimized for millisecond rotating 
media

• POSIX constraints limit performance
Scale out storage needs to be 
built from the ground up for 
new NVM technology
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DAOS Architecture

DAOS Storage Engine

Low-latency, high-message-rate 
communications

Collective operations & in-storage 
computing

Metadata, low-latency I/Os
& indexing/query

Bulk data

NVMe
Interface

Storage Performance
Development Kit

Memory
Interface

Persistent Memory
Development Kit

Conventional Storage Systems

High-latency communications

P2P operations

No HW acceleration

Data & Metadata

Block Interface Linux Kernel I/O

HDD/3D 
NAND Storage

Intel Optane 
Persistent 

Memory

3D NAND/
Optane SSD
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▪ Manageable and coherent 
entities

▪ Stored in a pool

▪ Simplified data management

▪ Cross-tier migration

▪ Query capability to identify recently accessed 
containers

▪ Container indexing

▪ Snapshot and rollback support

▪ Built-in producer/consumer workflow 
pipeline support

▪ NFSv4-type ACLs

Datasets: DAOS container
DAOS Container

datadatadatafile

dir

datadatafile

dir

datadatadatadatafile

dir

root

Encapsulated POSIX Namespace File-per-Process

DAOS Container

datadatadatadatafile

datadatadatadatafile

datadatadatadatafile

datadatadatadatafile

DAOS Container

datadatadatadataset

group

datadatadataset

group

datadatadatadatadataset

group

group

HDF5 « File » Key-value Store

DAOS Container

valuekey

valuekey

valuekey

valuekey valuekey

Graph

DAOS Container

node

node

node

node
node

node

DAOS Container

Columnar Database

key

key

key

key

value

value

value

value

value

value

value

value
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Future products

▪ HPC

▪ AI

▪ Interconnect

▪ Software
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Performance varies by use, configuration and other factors. Learn more at www.Intel.com/PerformanceIndex.

Performance results are based on testing as of dates shown in configurations and may not reflect all publicly 
available updates. See backup for configuration details. No product or component can be absolutely secure.

Intel contributes to the development of benchmarks by participating in, sponsoring, and/or contributing technical support to 
various benchmarking groups, including the BenchmarkXPRT Development Community administered by Principled 
Technologies.

Your costs and results may vary.

Intel technologies may require enabled hardware, software or service activation.

Some results may have been estimated or simulated.

Intel does not control or audit third-party data.  You should consult other sources to evaluate accuracy.

All product plans and roadmaps are subject to change without notice. 

Statements in this document that refer to future plans or expectations are forward-looking statements.  These statements are 
based on current expectations and involve many risks and uncertainties that could cause actual results to differ materially from
those expressed or implied in such statements.  For more information on the factors that could cause actual results to differ
materially, see our most recent earnings release and SEC filings at www.intc.com.

© Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of Intel Corporation or its subsidiaries. Other names 
and brands may be claimed as the property of others.

Notices and Disclaimers

file:///C:/Users/abhewitt/AppData/Local/Microsoft/Windows/INetCache/Content.Outlook/M92GXFTD/www.Intel.com/PerformanceIndex
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