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Evolution of the BM@N Information Services
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Experiment Database
bmn-unidb.jinr.ru (ny)

Electronic Logbook
bmn-elog.jinr.ru

Forum System
bmn-forum.jinr.ru (ny)

Official Web Site
bmn.jinr.ru

Wiki Doc Server
bmn-wiki.jinr.ru

Geometry Database
bmn-geodb.jinr.ru

BM@N

Collaboration

login login

Ivan Slepov (20 April 09:00)

New architecture of the information services for BM@N

NICA cluster

NICA cluster

http://bmn-web.jinr.ru/
https://bmn-elog.jinr.ru/
http://se49-48.jinr.ru/
https://bmn.jinr.ru/
https://bmn-wiki.jinr.ru/
http://bmn-geodb.jinr.ru/
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FreeIPA: Single BM@N Authentication
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FreeIPACollaboration members

Electronic Logbook

Wiki Document Server

Experiment Database

register

request

special

rights

Single Account

bmn-ipa.jinr.ru

https://bmn-ipa.jinr.ru/
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BM@N Wiki Document Server

Advantages of XWiki:

1. Open-source (free)

2. Hierarchical structure

3. Search by any criteria

4. Personalizing: favourites

5. Subscriptions

6. Adv. access control

7. Mapping IPA roles

8. Stable work

9. Active development

Disadvantages of XWiki:

1. Weak support

2. Hierarchical tree can be 

ordered as desired

3. Poorly designed templates

21 April 2020 5

bmn-wiki.jinr.ru

Contains all documents

Moved to the NICA cluster

FreeIPA Authentication (Single Account)

https://bmn-wiki.jinr.ru/
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BM@N Forum (work in progress)

BM@N Forum & News system for a quick communication and discussions
between collaboration members and groups:

various topics for different groups, subscriptions, comments…

21 April 2020

http://se49-48.jinr.ru

bmn-forum.jinr.ru

moving to the NICA cluster

switching to FreeIPA Authentication

bmn-forum.jinr.ru
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BM@N Database for offline processing
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C++ database 

interface w/o SQL
(connect, SQL I/O)

Web interface (bmn-web.jinr.ru)

users

detector simulation

raw data processing

event reconstruction

physics analysis

python service for auto update 
of simulation file list 

Unified

Database

BmnRoot

NICA Cluster 

(nc13.jinr.ru)

Web GUI was improved, modern

graphic elements were added

The interface was optimized and

some bugs were corrected

Optimization for different screen

resolutions was done

The Web interface was adopted to

the last Angular framework

FreeIPA    authentication

http://bmn-web.jinr.ru/


LOGO 9

Monitoring Service

21 April 2020

Monitored Hosts
Monitored Hosts

Monitored Host(s)
& Databases

Mail server

Grafana

InfluxDB

ICMP ping
PG-SQL request 

Monitoring Service

• Monitoring Service Features
• Ping and PG-SQL request to 

check database status

• Configurable via JSON file

• Email notifications

• Response time stored in 
InfluxDB

• Use Grafana for visualization 
and additional alerting

MIPT-NPM team
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Monitoring BM@N Database

21 April 2020

Grafana View

Email Notifications

MIPT-NPM team
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e-Log Platform Improvement for future runs
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Common FreeIPA Authentication: 3 groups (administrator, editor, reader)

File Attachments (text description, photo)            Multi-Column Sorting               User Cabinet

Email Subscription to selected event types         Logbook Monitoring                 NICA cluster

bmn-elog.jinr.ru

bmn-elog.jinr.ru
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GUI Functions:

View Edit Download
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Geometry Database for the BM@N experiment

1) New address of service:  bmn-geodb.jinr.ru
2) New setups available:
3) Bug fix and some improvements.

http://bmn-geodb.jinr.ru/
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API Interface of the Geometry Database

API (Application Programming Interface)

implemented as macros of the ROOT environment 

21 April 2020 13

Evgeny ALEKSANDROV

(20 April 10:40)

Status of Geometry 

Database development for 

the BM@N experiment
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BM@N Information Ecosystem

Geometry IS

Condition IS

Configuration IS

Event Indexing IS

Logbook IS

RFBR Grant 2019 – 2021: Development of Information Systems for Online and 

Offline Data Processing for the Experimental Setups of the NICA Complex

Online & Offline
BM@N Systems

Evgeny ALEKSANDROV

(20 April 10:40)

Status of Geometry 

Database development for 

the BM@N experiment

21 April 2020 14

Alexander CHEBOTOV

(20 April 10:55)

Online Electronic Logbook 

Improvement for the future 

BM@N runs

BmnRoot
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BmnRoot Framework
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BmnRoot Development

digitizer
BmnDataToRoot.C

simulation
run_sim_bmn.C

run_sim_src.C

reconstruction
run_reco_bmn.C

run_reco_src.C

physics

analysis
macro/physics/

bmndst.root

run_digi.root evetest.root

Geant 3/4DAQ Storage
raw data in binary format

raw_run.data

Event Generators
UrQMD, QGSM, Pythia…

generator.dat

Sergei MERTS

(21 April 11:10)

Status of the BM@N 

simulation and data 

reconstruction
DST format

RAW binary format

SIM formatRAW digits format

21 April 2020

Julian KAHLBOW

(21 April 12:00)

Status of the SRC analysis

Convener: Alexander ZINCHENKO

(20 April 10:00 - 13:45)

Analysis Section
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New BmnRoot Release for production: 20.02.0

Raw Data Converter has been corrected and

improved. New spill information was added.

Finally, the latest version of the Converter has worked

without errors.

New detectors, geometries and configurations were

added for BM@N and SRC setup (future silicon

detectors, SP57 magnet, arm triggers…).

First version of PID for SRC was developed.

TOF700 calibration with proton hits was implemented.

Embedding Tasks were included.

DCM-SMM Generator was added to repo.

The manual run prefix for SRC reconstruction has

been replaced by auto defining run numbers.

Default 'evetest.root' simulation files were renamed to

'bmnsim.root' and 'srcsim.root' correspondingly.

Monitoring Service was added by MIPT group.

New tests for SRC macros were included in GIT CI.

etc…

Mass production of BM@N detector digits for 

Run 7 has been done at SC Govorun

21 April 2020
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Using Dockers for BmnRoot development

21 April 2020

User Docker Containers with BmnRoot software

– base image = OS + FairSoft + FairRoot

– Great for short-period students and fast analysis

– Users do not need to install software – just run container

– Hosting computer can potentially run any operating system

– Automatically built and published with GitLab CI (BmnRoot release)

Dockers for testing BmnRoot in GitLab CI

– Simplify CI-infrastructure

– Quickly add any OS environments to CI pipelines

Jupiter Notebooks for analysis

Nikita BALASHOV

(20 April 12:00)

Incorporating Docker 

into BM@N software 

development process
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Distributed Data Processing
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Status of Computing Clusters for BM@N

All external packages for BmnRoot are configured.

Automatic BmnRoot deployment on CVMFS with GIT CI is used.

21 April 2020

OS: Scientific Linux 7.7

Exp. software: Local

EOS: 6 PB (replicated)

GlusterFS: 116+174 TB (replicated)

Sun Grid Engine: 5 040 (Xeon 

cores)

OS: Scientific Linux 6.10

Exp. software: CVMFS

EOS: 4 PB

Torque/Maui:

Tier2: ~300 (Xeon cores)

Tier1: ~600 (Xeon cores)

NICA Cluster

ncx[101-106].jinr.ru
(LHEP, b.215, b.216)

MICC Tier1/2 Center

lx[pub,mpd-ui].jinr.ru 
(LIT, b.134)

hydra.jinr.ru

(LIT, b.134)

OS: CERN CentOS 7.7

Exp. software: CVMFS, Modules

ZFS 280 TB,

Fast Storage on Lustre 352 TBssd

SLURM: 8 448 (Xeon cores) + 6 048

(Xeon Phi cores) + 40 GPU NVidia Tesla V

HybriLIT platform (HPC Govorun)
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Modernization of the supercomputer “Govorun”

21 April 2020
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Modernized HybriLIT Platform for BM@N

2221 April 2020

OS: CERN CentOS 7.7

(LIT, b.134)

Batch System: SLURM

module add GVR/v1.0-1 → SuperComputer Govorun

Special queue (queue ‘bmn’): 384 log. cores

Intel Xeon Platinum (queue ‘cascadelake’): 5 664

Intel Xeon Phi    (queue ‘knl’):    6048 log. cores

NVidia Tesla V   (queue ‘dgx’):   40 GPU cards

EOS:

for users: /eos/hybrilit.jinr.ru/user/

scratch: /eos/hybrilit.jinr.ru/scratch, /run/user/$UID

/eos/eos.jinr.ru → MICC EOS (…/nica/bmn/[sim.exp]

ZFS: /zfs/store7.hydra.local (200 TB, temporary)

Lustre: 30 TB SSD, ultra fast, temporary

CVMFS: distributed software FS
export MODULEPATH="/cvmfs/hybrilit.jinr.ru/sw/slc7_x86-

64/modulefiles:/cvmfs/hybrilit.jinr.ru/sw/slc7_x86-64/NICA/modulefiles"

module avail – print all modules

FairSoft & FairRoot: module add FairRoot/v18.2.0

Software

Computing

Storage
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BM@N collaboration on SC “Govorun”
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Maxim ZUEV (20 April 11:45)

Modernized Supercomputer Govorun 

as a computing environment for 

BM@N data processing

• 19 BM@N users from JINR and other organizations
• an individual bmn group on supercomputer “Govorun”
• an individual computational queue (384 CPU, ~800 Gb RAM) with the possibility of enlargement
• access to experiment data at the EOS repository at JINR
• access to FS ZFS (home directory, 2 TB), Luster (computations, 256 TB) and EOS (storage, 300 TB)

http://hlit.jinr.ru/for_users/registration/

http://hlit.jinr.ru/for_users/registration/
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HybriLIT platform: Application and Report

24

http://hlit.jinr.ru/en/about_govorun_eng/registration-at-the-govorun-supercomputer/

1. Application Form from the BM@N Collaboration once per year

2. Reporting Form from the BM@N Collaboration before the Application

http://hlit.jinr.ru/en/heterogeneous-cluster-hybrilit/users_publications_eng/

21 April 2020
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Mass digits production for Run 7 on Govorun

MICC Complex
1 PB available

BM@N experimental data

Supercomputer 

GOVORUN

Intel Xeon Platinum (queue ‘bmn’): 384 cores

Fast (Hot) Storage
30 TBssd available

raw_run7.data

run_digi.root

NICA-Scheduler
$ nica-scheduler 

bmn_raw_run7_govorun.xml

xrdcp

<job name="convert_bmn_raw">
<macro path="~/bmnroot/macro/raw/BmnDataToRoot.C">
<file input="/eos/nica/bmn/exp/raw/run7/*">
<put command="xrdcp" path="/lustre/stor/${file_name_with_ext}"/>
<get command="xrdcp" path="/lustre/stor/bmn_run${last_number}_digi.root"

output="/eos/nica/bmn/exp/digi/run7/bmn_run${last_number}_digi.root"/>
</file>

</macro>
<run mode="global" count=“200" config="~/bmnroot/build/config.sh"

work_dir="/lustre/stor"/>
</job>
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NICA-Scheduler Configurator

• Written as a Kotlin Multiplatform application

• Runs as JavaScript in browser, or in JVM

• Available at https://bmn-scheduler.jinr.ru

26MIPT-NPM team21 April 2020
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Software
FairSoft:

/opt/fairsoft/bmn/pro → jun19p1

FairRoot:

/opt/fairroot/bmn/pro → v18.2.0

SetEnv.sh:

need correction!

OS: Scientific Linux 7.7

(LHEP, b.215, b.216)

Cluster Administrator:

Schinov B. G. 

Email to the software coordinator with a detailed user info

Storage
EOS: 1 PB distributed FS (replicated)

sim. data: /eos/nica/bmn/sim/[gen,dst]

exp. data: /eos/nica/bmn/exp/[raw,digi,dst], e.g.

/eos/nica/bmn/exp/digi/run7/20.02.0

for users: /eos/nica/bmn/users/$USER

GlusterFS: 116 TB (for NICA) (replicated)

for users: /nica/mpd[number]/$USER

scratch: /weekly/$USER  174 TB

Batch System: Sun Grid Engine

Intel Xeon: 5040 log. cores

Computing

Registration & User Space Quotes

NICA Cluster for BM@N data processing



LOGO 28

Comparison of the NICA cluster and HybriLIT

21 April 2020

NICA Cluster HybriLIT (Govorun)

Storage System EOS, GlusterFS EOS, NFS|ZFS, Lustre

Storage Space 6 PB, 116 TB 4 PB, 280 TB, 352 TB

Software System Local (on each machine) CVMFS, module system

Batch System Sun Grid Engine SLURM

Processor Cores 5 060 8 448 + 6 048

Web-site
http://ncx.jinr.ru

(no “how to“: EOS, SGE…)

http://hybrilit.jinr.ru

(all manuals, registration)

Notifications nothing E-Mail

Monitoring GUI no https://home-hlit.jinr.ru

Support Ticket System

ncx.jinr.ru forum

(no administrator, frequent

problems and some‘s remaining

unsolved; storage instability)

https://pm.jinr.ru/projects/hybrilit-

user-support

(administrators, quick solutions,

EOS stable work)

http://hlit.jinr.ru/
http://hybrilit.jinr.ru/
https://home-hlit.jinr.ru/
https://pm.jinr.ru/projects/hybrilit-user-support
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BM@N Workflow
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BM@N WorkFlow Development
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Artem PETROSYAN

(20 April 11:30)

Workflow Services for distributed 

processing BM@N data
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Data-Processing Simulation for BM@N

21 April 2020
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Simulation Results

21 April 2020

Daria PRYAHINA

(20 April 12:15)

Simulation of data processing centers for the BM@N 

experiment on the basis of the probability approach
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Event Display Next-Gen 
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ROOT Event Display for the BM@N experiment
The Event Display can show/hide setup geometry, simulated and reconstructed data: points, 

hits, tracks, calorimeter towers, select event to display, select particles with definite PDG 

codes, set energy range and many other visualization options.

3421 April 2020
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Event Display Next-Gen development

3521 April 2020

• Visualization runs as a stand-
alone service

• It communicates with other 
services via HTTP

• The service itself uses plugin 
system to include new 
visualization types

• Adapters are made to convert 
ROOT/GEANT/whatever format 
into visualization tree

MIPT-NPM team
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Software Group Status 
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Project Management via GIT Issues
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GIT Issues:

Milestones → Issue List → Boards with Labels

21 April 2020

19 issues had been 

completed in 2019

29 issues had been still 

open to be done

26 issues have been 

completed

30 issues are still open to 

be done
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Software Direction of the BM@N Experiment

3821 April 2020

Heads of the BM@N Software Group:

Pavel BATYUK & Konstantin GERTSENBERGER

Software Staff of the BM@N Software Group*: 

Konstantin GERTSENBERGER: software coordinator

Alexander CHEBOTOV: software engineer in JINR since 2018 (24 years old)

*members who are not almost full-time involved in reconstruction, identification and analysis of BM@N event data 

The Software Staff has no department connection with 

Department of the BM@N experiment
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BM@N Software Collaboration
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JINR LIT (Director: Vladimir V. KORENKOV)

MIPT – NPM group (Head: Tagir AUSHEV)

BM@N

Software

Contribution

Peter KLIMAI

(20 April 12:45)

Visualization and auxiliary tools 

development in BM@N experiment

Nikita BALASHOV: CVMFS Deployment, GitLab Services, Docker Containers

Irina FILOZOVA, Igor ALEXANDROV, Evgeniy ALEXANDROV: Geometry

Database for the BM@N experiment

Dmitriy PODGAYNY (Head of the HybriLIT team), Oksana STRELTSOVA,

Maksim ZUEV: HybriLIT and SC Govorun support

Danila OLEYNIK, Artem PETROSYAN: BM@N WorkFlow Services

https://research.jetbrains.org/ru/researchers/altavir
https://research.jetbrains.org/ru/researchers/vchernov
https://research.jetbrains.org/ru/researchers/gama_sennin
https://research.jetbrains.org/ru/researchers/shimuuar
https://research.jetbrains.org/ru/researchers/pklimai
https://research.jetbrains.org/ru/researchers/ta_nyan


LOGO 4021 April 2020

BM@N Web-site: bmn.jinr.ru

✓ Information

✓ Documents 

✓ Software

✓ Databases

✓ Computing Section 
(NICA Cluster, MICC 
Complex, HybriLIT 
& Govorun)

✓ Tests dashboard

✓ Guides

✓ Forum

✓ Vidyo

✓ BM@N Mail-lists 
(updates, errors…)

✓ etc.
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Collaboration Services have sufficiently been restructured and improved to

simplify their use by members.

BmnRoot Release 20.02.0 has been issued with the latest BM@N and

SRC simulation, reconstruction, analysis and software improvements. The

mass production of the BM@N digits for Run 7 has been performed.

The architecture of the BM@N mass data processing is under active

development, and all related workflow services are under deployment now.

RFBR support with the NICA three-year grant (18-02-40125) enables to

significantly improve the Information Systems for BM@N data processing.

The performance of the computing clusters has been significantly

increased, but the situation with the user support of the NICA cluster is

discouraging.

The lack of manpower for full-time BM@N software development is a

problem to be solved.

Summary
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Thank you for your attention!

More information: bmn.jinr.ru

nica.jinr.ru

Email: gertsen@jinr.ru
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Distributed and 

High-Performance 

Computing

Implementing WorkFlow Services for BM@N Distributed Data Flow

Workload Manager Implementation for BM@N (PaNDA, DIRAC, ALFA…)

NICA-Scheduler improvement

Parallelization in ROOT (RDataFrame, PROOF) and Geant4 (CUDA)

Search-profiling-parallelizing: OpenMP, MPI, CUDA/OpenCL…

Visualization Corrections of the current BM@N Event Display

Event Display as a Web-service: offline & online systems…

Simulation and

Reconstruction
Global Tracking Completion

New methods for track reconstruction (GenFit…)

Implementation of fast event reconstruction for online processing

Global Alignment based on Millepede II…

Databases and 

User Interfaces

Selection of the framework for BM@N File Catalog: RUCIO…

Web-monitoring of the Critical Services (Databases, Hosts…)

Converting existing text and table data to the Database view…

Software Development Issues

Web-services & 

Online Systems

Online Monitoring System implementation via DDS system

Distributed Processing via the Web-service…

21 April 2020 43


