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Why do we use the term ‘distributed processing’?
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Automation of BM@N workflow
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 Data transfer service: takes care about major data
transfers. Allows asynchronous bulk data transfers.




Services of the distributed computing infrastructure: ready
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Services of the distributed computing infrastructure: in progress
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BM@N distributed computing infrastructure with services
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Current activity

* Workflow

* Workflows implementation in Airflow: digi, reco of the real data, MC gen and reco
* Workload

* Airflow and PanDA integration

 PanDA will be used to integrate computing resources and to build a central queue
 Data management

* Definition of data structures, which will be crucial for future data processing and storage organisation and
management

* Rules for each data type are being prepared in Rucio to enable automatic data management on storages



Status and plans

o Status
* Services for distributed processing are ready
 Workflow and data flow chains are being described
 Next steps

* Tests on the real data via implemented workflow chains using prepared
infrastructure
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