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HybriLIT components: management, computation, services

Use of virtual machines for hosting Computer component has a CERN VM File System is used
managing services. Development of virtual heterogeneous structure with support for management of own

desktops for work with applied software for the newest GPU and processors software repository
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QEMU/KVM realization remote access to VDI

The QEMU/KVM based solution answers the cases when no dedicated GPU resources are requested
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Xen realization remote access to VDI

The XenServer [1] with Citrix XenCenter[2] software enablesthe use of high performance GPU [3] resources as well
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Virtual desktop infrastructure (VDI)

The virtual desktop infrastructure (VDI), implemented as a new HybriLIT

component, brings significantly better support to the users’ work with
application software. The VDI system provides the users with remote access to a
virtual workplace.
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Conclusions and plans

HybriLIT has two typical scenarios enabling remote access to the graphic
applications. They allow the SaaS (software as a service) use of HPC resources by
the end users.

To realize work with Rich graphical applications by GPU we need HDX 3D PRO
protocol.

This protocol is provided by connect Citrix XenDesktop 7 with NVIDIA GRID virtual
GPU technology.




Thank you for your attention!
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