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Tasks
• New PMT signal processing. Lukas is working on that. Results promising


• Single cluster event building. Timers and EventID bugs studied. Thinking how to fix


• Alert system. Paused. Starting to resume. Fake alert.


• Multi cluster event building. Paused.


• Data monitoring. Resumed


• DQM works automatically. qcalib 2020 results robust. Place results to dashboard


• Preliminary time calibration 2020 obtained by new fast method. Add Transit time vs HV. 
Check it with time calibration 2019


• LED switching off. Done


• CrossTalks filtration. Paused.









Single cluster processing
• 2 processing types. Both are processing on the same queue


• Current data processing. Per-run processing (nonuniform loading of machines over time). Switch to per-file 
processing


• fixed Synchro timer resetting 1.5 months ago


• fixed EventIDCC resetting today


• Data reprocessing 2019 has just been done (several months)!


• EventIDCC resetting 


• Synchro timer resetting -> Use of fTimeCC instead?! 8.6 sec per 24 hours runup. Resetting after 24 hours 
(most of runs last less than 24 hours)


• Fast fix: Add new root file with fixed BJointHeader next to joint.events.root. BReadTree with new option. 
Include new way to add WR times.


• bzip2 from EOS -> VM -> joint.events to cephfs -> upload_to_eos/ -> EOS


• One queue for all the clusters!


• 9 VMs are working. Can take more from 90 VMs pool!




