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The software package “Bayesian Analysis of Equation of State” (baYes) is devoted to the problem of 

defining and classification of the best models of equation of state (EoS) of superdense nuclear matter, 

which describe compact star characteristics from observations. The package uses the Bayesian method 

to calculate a posteriori probabilities of a set of hypotheses based on occasional data.

Fig. 1. Variations of the hybrid EoS for the DD2F-

NJL models for different model parameters (p -

excluded volume, η4 - eight quark coupling) (left 

and central); the corresponding sequences of star 

configurations with observational constraints 

(right picture).

Fig. 2. The distribution of the a posteriori

probabilities of the EoS models with the given 

observational constraints (left). The the speedup 

of the parallel calculations for simulation of 

neutron star configurations (solving TOV 

equations) (right). Red line represents the result 

for new 4хIntel Xeon Phi 7250 using AVX512 

(RSC cluster). Blue line is the result for 4xIntel 

Xeon E5-2695v3 using AVX2 (HybriLIT cluster)
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Smart Scheduler for the JINR Cloud

 The intention is to optimize cloud resources 

utilization efficiency

 A basic framework is designed

 Modular design

 Open-source



N. Balashov, A. Baranov, I. Kadochnikov, N. Kutovskiy, A. Nechaevskiy, I. Pelevanyuk

 Monitoring is a crucial part 

 Development finished -

commissioning

 Gives current system state

 Stores historical metrics

 Supports KVM and OpenVZ
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A network of pyramidal neurons with 1 GeV/u 56Fe ions

Cosmic rays

?

Scheme of simulation approachAim:
• Development of computational methods for assessing the molecular

mechanisms of synaptic receptors in CNS structural and functional disorders
induced by ionizing radiations.

Results:
• This poster introduces newly developed simulation approach for neuronal

microdosimetry. The geometries of neuronal receptors and neuronal network
were constructed using experimental data on their molecule and cell
morphologies, respectively.

• In the present works [1–3], investigated direct and indirect effects of radiation
damage to a network of individual neurons and to glutamate receptors located
in neuron synaptic zones.

Track structure of a synapse with receptors induced by 
0.1 GeV/u 56Fe ions  
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EFFECTS OF HYPOFRACTIONATED AND STANDARD FRACTIONATED IRRADIATION OF MICE 
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Abstract: Experiments were performed to study the action of fractionated irradiation of mice heads with -rays 

and protons on their peripheral blood parameters and behavior by the “Open Field” test. Mice were irradiated in 

two variants of fractionated irradiation: 

(1) traditional fractionation (in radiation therapy): 2 Gy once a day, 5 times a week, the total radiation dose 20 Gy; 

(2) extreme hypofractionation: 10 Gy once a week, on Mondays, the total radiation dose 20 Gy. 

The results of the study showed that irradiation of mice heads has no effect on their peripheral blood parameters

in both variants of the applied fractionated irradiation and the behavior of mice does not depend on the type of

ionizing radiation and the variant of fractionated exposure that we used. On the basis of these results it can be

concluded that the option of extreme hypofractionation we have chosen can successfully replace traditional

fractionation, which in some cases is applied when carrying out radiotherapy for treating brain tumors. The

application of this type of fractionation can lead to shorter terms of radiotherapy and bigger patient capacity of

medical centers that conduct radiotherapy.



MICROSTRUCTURE AND RADIATION HARDENING STUDIES OF 
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Oxide dispersion strengthened (ODS) steels are the most perspective structural materials for fuel 
cladding of Generation IV nuclear reactors.

The most interesting and less studied questions by now concern stability of the oxide structure 
during fission fragment impact and associated evolution of mechanical properties.

Latent track diameter as a function of 
Se for various ions in Y2Ti2O7. 

Yield stress vs. ion fluence for EP450, KP4 
and Cr16  ODS steels.

Mechanical properties

∆𝜎𝑦 ,𝑖 = 𝛼𝑖𝑀𝜇𝑏 𝑁𝑖𝑑𝑖  

Dispersed barrier model:

Structural examinations

Latent tracks in Y2Ti2O7. 





Computer component has a 

heterogeneous structure with support 

for the newest GPU and processors

Use of virtual machines for hosting 

managing services. Development of virtual 

desktops for work with applied software

CERN VM File System is used 

for management of own 

software repository

HybriLIT components: management, computation, service

hybrilit.jinr.ru
Website of 
heterogeneous cluster 
HybriLIT.

HybriLIT statistics
service providing payload 
resource monitoring.

SLURM
resource management
system suitable for usage 
on large and small Linux 
clusters.

Cluster infrastructure

Virtual desktops
Pool of virtual desktops 
used by users for rich 
graphical applied software. 

Computation component 
HybriLIT

SuperBlade Chassis including 10
calculation blades for run user tasks.

HARDWARE

252CPU cores;
77184 CUDA cores;
182 MIC cores;
~2,5 Tb  RAM;
~57 Tb HDD.

TOTAL RESOURCES
48 virtual desktops for users
who use COMSOL
Multiphysics software and
more applied software.

Based on Dell 
PowerEdge FC430 including 
8 server nodes.

HARDWARE

Virtual Desktops for 
COMSOL Multiphysics



Simulation  of Cloud Computation MPI Applications

Simulation ResultsSimulation Verification

The work was funded by 

RFBR project 15–29–01217

G. Ososkov, M. Bashashin, N. Kutovskiy, A. Nechaevskiy, Yu. Shukrinov, 

O. Streltsova, D. Podgainy, V. Trofimov, E. Zemlyanaya, M. Zuev, I. Rahmonov

A parallel algorithm and corresponding software for parallel computing using MPI technology

are developed on the basis of the LIT JINR computer center. To optimize the scheme of parallel

computations it is necessary to test the algorithm for various combinations of equipment

parameters, number of processors and parallelization levels. Such optimization can be achieved

by simulating the MPI computing processes. Results of the MPI computing simulations is

presented on the example of calculating long Josephson junctions.

The significant gain in execution time is not observed when the number of processors more

than 6. Throughput increasing from 1 Gb/s to 10 Gb/s provides a significant gain in

execution time, but its further increase from 10 Gb/s to 100 Gb/s is not useful.
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Copper

Iron

Iron

Copper

Irradiation damages were investigated with variable

energy positron beam (VEP) and positron lifetime

measurements (PALS). The presence of irradiation-induced

defects was confirmed in all PAS characteristics. The 167

MeV Xe26+ heavy ions with different fluences 1012, 1013,

5×1013, 1014 ions/cm2 implanted into samples produce large

vacancy clusters and dislocation in the track region. For

example in VEP experiments ion implantation caused the

shortening of diffusion length. In this way defect

concentration depends on the applied dose. For iron samples

the depth distribution of the clusters and dislocations is about

twice as large as the one predicted by SRIM/TRIM

simulations. This can support the long-range effect reported

by other authors. However, for copper the measured range of

damaged zone was in a good agreement with the one

simulated. In this case the “long range effect” observed

earlier for copper in other studies was not confirmed.

K. Siemek, P. Horodek, J. Dryzek, A.G. Kobets, V.A. Skuratov, M. K. Eseev, V. I. Hilinov,
I. N. Meshkov, O. S. Orlov, A. A. Sidorin

Studies of Iron and Copper Exposed to Heavy Ion Implantation Using Positron 
Annihilation Spectroscopy

Fig. 2 SRIM calculations of ion concentration (a, b) and vacancies density (b, d) in

dependency on depth after 167 MeV Xe26+ implantation with different doses in

copper and iron.
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Fig.3 The values of the positron lifetime measured for copper and iron as a function 

of the thickness of etched layer from the enter surface. 

Fig. 1 The measured annihilation line shape parameter as a function of the

positron incident energy for iron a) and copper b) irradiated samples.



Development of Positron Annihilation Spectroscopy

at the LEPTA Facility
E. V. Ahmanova, M. K. Eseev, V. I. Hilinov, P. Horodek, A. G. Kobets,  I. N. Meshkov, O. S. Orlov, K. Siemek, A. A. Sidorin.

The new positron transfer channel (Fig. 1) was

assembled at the LEPTA facility allows us to

develop an advanced PAS method — so called

«Positron Annihilation Life-time Spectroscopy»

(PALS).

Simulation of positron dynamic and selection

of optimal parameters for transport channel was

done (Fig. 3).

The new monochromatic positron source on

the closed loop LHe system is based on 22Na isotope

tablet of the activity of 30 mCi and cryocooler of the

Sumitimo Co. was assembbled and cooled down to

5.3 K. (Fig. 4). Flux of slow monochromatic

positrons is achieved of 3.4*106 positrons per

second.

Fig. 2 Scheme of the PALS method, with formation of the

ordered positron flux:

1. Cryogenic positron source (Fig. 4); 2. Pulse voltage gap;

3. Acceleration gap (e;ectrostatic field); 4. Target — a 

sample for PAS studies.

Fig. 4 The autonomus cooling

system.

Fig. 1 The positron injector, transfer channel, and PAS station.

PAS station

Transfer channel

Fig. 3. Simulation of positron dynamic 

ns





“Structure and formation threshold of latent tracks in Al2O3 irradiated with swift 
heavy ions”

R. A. Rymzhanov, N.A. Medvedev, A.E. Volkov, V.A. Skuratov

A combined theoretical and experimental investigation of latent tracks in Al2O3 crystals was performed.

• TEM and MD agree on track size & structure
• The energy loss threshold of track formation

in Al2O3 is ~ 7 keV/nm)
• Al sublattice in SHI track is damaged stronger

than O sublattice
• The saturation can be can explained by partial

annealing of ion tracks during their
interference
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Heterogeneous cluster HybriLIT: IT-ecosystem
Matveev M., Belyakov D., Podgainy D., Torosyan Sh., Vala M., Valova L., Zaikina T.

Software and information environment to provide users with 
possibility to use the resources of the cluster 

Regular tutorials on parallel programming 
technologies held by the HybriLIT team

In order to increase the efficiency of work on the heterogeneous cluster HybriLIT, there appears a need to develop and 
support an information-computing environment for work with parallel programming technologies used in the process of 
developing high performance applications and carrying out computations by means of resources of the heterogeneous 

cluster. 

During 2014-2016, there were held 53 tutorials and lectures in which 
more than 350 scientists, specialists and students from JINR, other 

Russian scientific centers and JINR Member States participated



Data Management of the Environmental Monitoring Network: UNECE ICP Vegetation Case

UNECE ICP Vegetation programme is realized in 36 countries of Europe and Asia. Mosses are collected
at thousands of sites across Europe and Asia. The goal of this programme is to identify the main
polluted areas, produce regional maps and further develop the understanding of long-range
transboundary pollution.

Since 2014 FLNP (Frank Laboratory of Neutron Physics) at the Joint Institute for Nuclear Research has
been in charge of that part of the project which is related to the moss biomonitoring

The ICP Vegetation programme is very important project, but it has a serious weakness related to its
weak adoption of modern informational technologies.

Right now information on collecting and processing of samples is carried out manually or with
minimum automation. There is no common standards in data transfer, storing and processing
software. The situation affects quality, effectiveness and speed of research.

The aim of the project is to create cloud platform using modern analytical, statistical, programmatic
and organizational methods to provide the scientific community with unified system of collecting,
analyzing and processing of biological monitoring data.

Parts of the project have already been implemented. Public and private part of the portal is available
at moss.jinr.ru Fully functional platform is going to be implemented in the next two years

Authors: Gennady Ososkov, Marina Frontasyeva, Alexander Uzhinskiy, Nikolay Kutovskiy, 
Boris Rumyantsev, Andrey Nechaevsky, Sergey Mitsyn, K. Vergel



Analysis of the new possibilities of using Intel Xeon Phi 
processors for solving application programs

Adam Gh., Alexandrov E., Bashashin M., Matveev M., Podgainy D.,
Streltsova O., Zemlyanaya E., Zuev M.

Test on the basis of GIMM_FPEIVE package

The complex GIMM_FPEIVE is
intended for modeling thermo-physical
processes under irradiation of materials
with ion beams.

Computation time on
Intel Xeon Phi 7250, min

Computation time on
HybriLIT (CPU Intel

Xeon E5-2695 v3), min

Test on numerical solving the system of polaron equations
Solvated (hydrated) electron states are of the utmost interest to modern science due to

their special physical and chemical properties. The software implementation is based on the
MPI technology

Results of Linpack benchmark
Linpack benchmark test detects the performance of the whole

computational system as well as of the parts of its components.
However, its main target to assess performance based on the

solution of the SLAE, Ax=f, by means of LU-factorization with partial

pivoting has remained. Nowadays, this test is used for the
performance evaluation of the supercomputers included in TOP500.
The efficiency is defined as the ratio of the obtained result of the
test to the theoretical value given by the manufacturer.

Efficiency, % Performance, GFlops


