
BigPanDA monitoring

A.Alekseev, A.Klimentov, T.Korchuganova, S.Padolski, 
T.Wenaus 



Outlines

● PanDA Workload Management
● Overview of monitoring architecture
● Key views and features

○ Jobs
○ Task 
○ Errors
○ User 
○ Campaign report

● Summary

2



3

PanDA Workload Management 

PanDA (Production and Distributed Analysis) 
Workload Management System is managing the 
workflow for all data processing on over 200 data 
centers and opportunistic resources such as 
commercial clouds, supercomputers, volunteer 
machines.

~250k simultaneous jobs
~2M jobs a day
~3k users
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PanDA processing scales
Time to process:

~ 30s

~ 5 hours

~ 14 days

~ 1 year

➔ Multilevel granularity of data to aggregate and display 
➔ Providing the real-time and long-term-history (up to 2 year) of aggregated information
➔ Drilling-down from high level summaries to detailed diagnostics data

Goal of monitoring system is the rapid identification of failures and monitoring of 
progress of a distributed physics analysis and production.
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BigPanDA monitoring architecture
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BigPanDA monitoring system
● Using Model View Controller approach provided by Django framework
● Various DB backends (Oracle or MySQL)
● Gaining data from various sources (ElasticSearch, Rucio, Dashboard service)
● Data processing algorithms splitted between DB and application backends
● Responsive Web designing with Foundation
● Advanced plots generation on client side using d3.js library or matplotlib on 

server side
● Dynamic data delivery (Ajax) 
● Proactive caching



Jobs Page

specified parameters 

total number of jobs 
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7



Jobs Page

8



Task Page
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jobs belonging to 
the task and its 
statuses 



User page
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Errors page
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Campaign reports

Overall summary 
of events belongs 
to MC16a 
campaign



Conclusion
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➔ BigPanDA Monitoring system is in production since the middle of 2014 and 
developing continuously;

➔ It serves 17k requests daily;
➔ It provides a comprehensive and coherent view of the tasks and jobs 

executed by the PanDA system, from high level summaries to detailed 
drill-down job diagnostics (~15 views are available);

➔ It is used beyond ATLAS 


