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IntroductionIntroduction
‣ Excellent performance of LHC and ATLAS during 2017: 
‣ record peak luminosity: 1.74x1034 cm-2 s-1 
‣ peak interactions/bunch crossing (pileup) : !~56 
‣ recorded luminosity during 2017 to date: ~22fb-1

‣Many improvements in the ATLAS Trigger system for Run-2 - see talk by Savanna Shaw

bunch spacing √s luminosity peak pileup

Run-1 50 ns 8 TeV < 1e34 ~30

Run-2 25 ns 13 TeV 1 - 2e34 ~56

‣ The ATLAS trigger system operated successfully in Run-1 and Run-2 
‣ Conditions become more and more challenging:
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3Trigger Chain definition
‣ Rate of collisions in ATLAS: 40MHz         only events considered interesting are 

kept for analysis 
‣ Selection of events is done following physics criteria in two steps: 

‣ Level-1 (L1) trigger: 
‣ First and simple preselection based on coarse information from the detector 
‣ Determine Regions-of-Interest (RoI) from calorimeter and muon system. 
‣ Require presence of muons, calorimeter energy deposits consistent with e/

gamma, taus, jets, MET, etc. E.g:  
‣ EM22: require a signal in EM calorimeter with ET>22 GeV 
‣ MU20: require a signal in the muon system with a muon of ET > 20 GeV 

‣ Many possible combinations of object selections 

‣ High-level Trigger (HLT) algorithm 
‣ Activated if L1 is passed 
‣ Fast algorithms run on RoIs with full event information 
‣ Designed to be as close to offline as possible 

‣ Sequence Level 1 criteria + HLT criteria form a trigger chain. 
‣ Example: single electron trigger chain

40	MHz		
Read-Out

Peak	of	
100kHz		
@	L1	

Average	of	
1kHz		
@	HLT

Tracking	
Electron	clustering	

electron	reconstruction

Energy	calibration	
electron	selection

L1	trigger	EM22 +

HLT	trigger

OBJECT	RECO SELECTION
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4Trigger Menu Design criteria

‣ Objective in menu design: cover the wide ATLAS physics program with no gaps in physics 
coverage and within trigger system constraints 

‣ The trigger menu needs to respect several limitations: 
‣ Detector readout: only 100kHz can be sent to the HLT 
‣ CPU limitations (cannot perform full ID tracking on every event) 
‣ Offline storage limitation: HLT physics output is limited to 1kHz average  

‣ Trigger strategy for bandwidth allocation is developed to maximize physics coverage 
‣ Inputs from: 
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Bandwidth fraction
! Contribution of the various streams to the total output bandwidth at the High Level Trigger (HLT) for a fill 

taken in June 2017 with a peak luminosity of L = 1.53 * 1034 cm-2s-1 and a peak pile up of mu = 43. 
Presented are the main physics stream rate, containing all triggers for physics analyses; the B-physics and 
light states (LS) stream, containing triggers specific to B-physics analyses; the express stream, for data 
quality monitoring; other minor streams with physics applications, such as zero-bias events; the trigger level 
analysis stream; and the detector calibration streams. Higher HLT output rates are achieved by partial 
Event Building (EB) of some dedicated streams.

‣ Trigger Menu: list of chains to be used in data-taking, together with rate allocation 
depending on luminosity 

‣ Physics program in ATLAS:  
‣ Most bandwidth given to generic triggers 

(e.g. MET or inclusive single electron/
muon with low pT thresholds) 

‣ More dedicated/multiobject triggers with 
smaller rates (a few Hz) in order to 
cover specific phase spaces.  

‣ Performance groups 
‣ Detector experts (monitoring, calibration) 
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‣ Large set of trigger chains implemented: 
‣ ~2000 types of chains 
‣ It needs to keep a good balance 

between the trigger signature groups 

‣ Triggers may be prescaled by a factor of p 
(only 1/p events is considered by the trigger) 
in order to fulfil the tigger system limitations 

‣ Physics analyses need trigger stability    
        Define Primary triggers which are never 
prescaled. When major change in luminosity, 
the primaries can change 

‣ All chains properly validated and simulated in 
Monte Carlo 

Final Trigger Menu
Trigger

Typical o✏ine selection
Trigger Selection Level-1 Peak HLT Peak

Level-1 (GeV) HLT (GeV)
Rate (kHz) Rate (Hz)

L = 5⇥ 1033 cm�2s�1

Single leptons
Single iso µ, pT > 21 GeV 15 20 7 130
Single e, pT > 25 GeV 20 24 18 139
Single µ, pT > 42 GeV 20 40 5 33
Single ⌧ , pT > 90 GeV 60 80 2 41

Two leptons

Two µ’s, each pT > 11 GeV 2⇥ 10 2⇥ 10 0.8 19
Two µ’s, pT > 19, 10 GeV 15 18, 8 7 18
Two loose e’s, each pT > 15 GeV 2⇥ 10 2⇥ 12 10 5
One e & one µ, pT > 10, 26 GeV 20 (µ) 7, 24 5 1
One loose e & one µ, pT > 19, 15 GeV 15, 10 17, 14 0.4 2
Two ⌧ ’s, pT > 40, 30 GeV 20, 12 35, 25 2 22
One ⌧ , one µ, pT > 30, 15 GeV 12, 10 (+jets) 25, 14 0.5 10
One ⌧ , one e, pT > 30, 19 GeV 12, 15 (+jets) 25, 17 1 3.9

Three leptons

Three loose e’s, pT > 19, 11, 11 GeV 15, 2⇥ 7 17, 2⇥ 9 3 < 0.1
Three µ’s, each pT > 8 GeV 3⇥ 6 3⇥ 6 < 0.1 4
Three µ’s, pT > 19, 2⇥ 6 GeV 15 18, 2⇥ 4 7 2
Two µ’s & one e, pT > 2⇥ 11, 14 GeV 2⇥ 10 (µ’s) 2⇥ 10, 12 0.8 0.2
Two loose e’s & one µ,

2⇥ 8, 10 2⇥ 12, 10 0.3 < 0.1
pT > 2⇥ 11, 11 GeV

One photon one �, pT > 125 GeV 22 120 8 20

Two photons
Two loose �’s, pT > 40, 30 GeV 2⇥ 15 35, 25 1.5 12
Two tight �’s, pT > 25, 25 GeV 2⇥ 15 2⇥ 20 1.5 7

Single jet
Jet (R = 0.4), pT > 400 GeV 100 360 0.9 18
Jet (R = 1.0), pT > 400 GeV 100 360 0.9 23

Emiss
T Emiss

T > 180 GeV 50 70 0.7 55

Multi-jets
Four jets, each pT > 95 GeV 3⇥ 40 4⇥ 85 0.3 20
Five jets, each pT > 70 GeV 4⇥ 20 5⇥ 60 0.4 15
Six jets, each pT > 55 GeV 4⇥ 15 6⇥ 45 1.0 12

b�jets

One loose b, pT > 235 GeV 100 225 0.9 35
Two medium b’s, pT > 160, 60 GeV 100 150, 50 0.9 9
One b & three jets, each pT > 75 GeV 3⇥ 25 4⇥ 65 0.9 11
Two b & two jets, each pT > 45 GeV 3⇥ 25 4⇥ 35 0.9 9

b�physics
Two µ’s, pT > 6, 4 GeV

6, 4 6, 4 8 52
plus dedicated b-physics selections

Total 70 1400

1
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6Rates and CPU tools
‣ The Trigger menu is designed for different luminosity conditions         different prescale sets for 

different luminosity points  

‣ Need precise rate and CPU usage predictions in order to design the prescale sets for different 
beam conditions and to study new triggers 

‣ Special datasets called Enhanced bias are used for rate and CPU estimations:  
‣ Only L1 triggers, select dataset enriched in medium and high-pT physics. 
‣ Recorded every time data-taking conditions change significantly (increased pileup or lumi) 
‣ Can be used to study new HLT selections minimising input bias and for validation of existing 

triggers

2.8. Validation of Predicted Rates

Two examples of the enhanced bias mechanism in use are given in Figure 1. In Figure 1(a), predicted rates
are presented over a range of transverse energies. The smooth pT spectra obtained via the enhanced bias
weighting procedure illustrate the statistical power of the data sample over several orders of magnitude in
rate.

In Figure 1(b), HLT rate predictions are compared to actual online rates for all 957 physics chains in a
trigger menu for which there was a non-zero rate online. The online rates are corrected for prescales at
both levels and the di�erence in rate between the prediction and online is normalised to the combined
statistical error from both samples. A deadtime correction wDT = 1.03 is applied to the prediction. The
Gaussian fit in the range �3 to 3 indicates that the prediction for the majority of HLT chains is normally
distributed. A tail is visible to negative significance for a small number of chains where the predicted
rate was too low. This is due to a small bias arising from the chosen set of L1 seeds of the enhanced bias
dataset and their available statistics. The mean fractional statistical error is 10% for the predicted rates
and 2% for the online rates.
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Figure 1: (a) rates pT-scan for various items at L1 derived from enhanced bias data. (b) Comparison of 957 HLT
chain rate predictions from enhanced bias minus actual rates from online monitoring for the same LHC conditions,
normalised to the combined statistical error and fitted to a Gaussian function in the range �3 to 3. Overflow entries
outside the range of the graph are included in the first or last point.

3. Monitoring the High Level Trigger

3.1. Obtaining Monitoring Data

Two types of monitoring of the High Level Trigger farm are available. ‘Online’ monitoring provides
real-time analytic data on high level quantities such as the number of CPU cores available to accept new
events and the average event processing time, along with online monitoring histograms for physics and
performance. For more on the ATLAS online Information Service, see [8, 9]. The second type, which
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Figure 4: CPU usage of groupings of chains as a percentage of utilised computing resources.

3.5. Example Cost Monitoring Use Cases

Reviews are performed using the cost monitoring data from the online systems to monitor the resource
usage with changing LHC conditions and to optimise, where possible, the trigger menu. Some examples
are described below.

• Group CPU monitoring, as in Figure 4, revealed a physics group to be utilising a large fraction of
CPU resources, yet no individual chains had particularly high usage. This was found to be due to
the aggregate e�ect of a large number of chains. By cleaning the menu of redundant chains from
this physics group, the overall CPU usage of the menu was reduced.

• Some individual chains were observed to have very high CPU usage (8–10% of the total CPU). By
investigating deeper into these chains’ execution profile, the most expensive algorithms to execute
were identified and the chains’ execution ordering was re-optimised.

• Cost monitoring tools were used to investigate rare events which take an exceptionally long time
to process such that they time out their HLT processing unit after three minutes and are written
to a special debug data stream. The Single Event monitor from Section 3.2 was used in these
occasions to explore the event execution in detail and identify the algorithms with slow execution
profiles.

4. Conclusion

The enhanced bias mechanism allows for fast data-driven rate predictions to be performed utilising
dedicated ATLAS datasets of manageable size. These datasets contain events only biased by the L1
decision which over sample high pT triggers and other interesting physics signatures. The datasets are

18

ATL-DAQ-PUB-2016-002 
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7Trigger Menu Operations

Change	in	PS	set
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HLT Stream Rates
! Physics trigger stream rates at the High Level Trigger (HLT) as a function of time in a fill taken in June 2017 with a 

peak luminosity of L = 1.53 * 1034 cm-2s-1 and a peak pile up of mu = 43. Presented are the main physics stream rate, 
containing all triggers for physics analyses; the B-physics and light states (LS) stream, containing triggers specific to 
B-physics analyses; the express stream, for data quality monitoring; other minor streams with physics applications, 
such as zero-bias events; the trigger level analysis stream; the detector calibration streams; and the detector 
monitoring streams. Higher rates HLT output rates are achieved by partial Event Building (EB) of some dedicated 
streams. Common features to all rates are their exponential decay with decreasing luminosity during an LHC fill. The 
rates periodically increase due to change of prescales to optimise the bandwidth usage or LHC luminosity re-
optimisations, dips are due to deadtime and spikes are caused by detector noise.

‣ New menus are deployed at P1 every few weeks, to add newly requested chains and 
adjustments.  

‣ Before deployment, the menu is carefully validated by reprocessing and rate prediction 

‣ Individual trigger rates are adjusted via prescale (PS) sets at L1 and at HLT to optimise the 
bandwidth usage, depending on the instantaneous luminosity 

‣ In 2017, prescale sets are defined up to 2.0x1034 cm-2 s-1 
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CPU usage reduction 

‣ HLT PC farm has a finite size (~40k processing slots) 
‣ Running many complex trigger algorithms at higher luminosities & pile-up conditions 

        heavy CPU usage in the HLT farm.  

Performance in 2017

‣ Some algorithms scale exponentially with pileup. 
‣ Large CPU reduction campaign was achieved 

successfully for 2017 data taking to keep CPU 
usage within the available resources 
‣ technical improvements to trigger software: 

software optimisation 
‣ algorithm improvements to speed up  
‣ menu/trigger-sequence-order optimisations 
‣ higher rejection at earlier stage 
‣ more effective usage of shared algorithms by 

multiple triggers

‣ Performance and efficiencies studies show good trigger behaviour that satisfy the 
requirements from the ATLAS physics program. 

‣ Several improvements for higher luminosity and pile-up conditions
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• Increases in the thresholds 
and/or tighter identification 
criteria are introduced to allow 
the main physics chains to 
remain unprescaled up to 
L=2x1034 cm-2s-1  

• ETmiss chains exhibit the 
strongest pileup dependency, 
with large differences 
depending on the algorithm 
used to reconstruct the ETmiss

• pufit: ETmiss reconstructed 
from hard-scatter clusters. 
Identify clusters as hard-
scatter or pileup based on a 
threshold based on total event energy

• mht: ETmiss reconstructed from calibrated jets
• cell: ETmiss reconstructed from calorimeter cells above noise threshold
• mht and cell: use mht-ETmiss with additional cut on cell-ETmiss to suppress 

pileup contribution
• New algorithm (pufit) will become the default in 2017 as it exhibits a much 

weaker dependence with pileup

• Increasingly complex algorithms 
are deployed in order to keep low 
thresholds for main physics 
chains, lead to heavy CPU 
consumption

• Some algorithms scale 
exponentially with pileup  

• Large campaign in winter 2017 to 
reduce CPU consumption to a 
sustainable level
• Technical improvements to the code
• Trigger menu optimisations to maximize caching and shared algorithms
• Algorithm optimisations to improve or reduce usage of slow algorithms

The ATLAS Run-2 Trigger Menu for 
higher luminosities: Design, 
Performance and Operational Aspects

Javier Montejo Berlingen, CERN. On behalf of the ATLAS Collaboration. LHCP 2017, Shangai

ATLAS utilizes a two-level trigger system in Run-2 to reduce the 
bunch-crossing rate of 40 MHz to an average recording rate of about 
1 kHz. Events are selected based on physics signatures such as 
presence of energetic leptons, photons, jets or large missing energy. 
Despite the limited time available for processing collision events the 
trigger system is able to exploit topological information, as well as 
using multi-variate methods.

The ATLAS trigger menu specifies which triggers are used during 
data taking and how much rate a given trigger is allocated. For 
2017 data taking, the trigger selections and menus have been 
improved to handle expected higher luminosities of up to 2x1034 

cm-2s-1 and to ensure robustness in the presence of multiple 
interactions per bunch crossing (“pileup").

Trigger rates and bandwidth
• L1 menu consists of 512 trigger 

items (single signatures and 
combinations)
• E.g. MU15, 2EM12, 4J15

• Rates are controlled via 
prescale sets, computed for 
fixed values of the 
instantaneous luminosity

• As luminosity decreases 
prescale sets get activated at 
predefined points to maximize 
bandwidth given to different 
triggers
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• HLT menu has ~1000 active 
chains

• Each chain can trigger either full 
Event Building [EB] or just 
partial sub-detector data to be 
recorded into different Streams

• Majority of chains record to 
Main stream with full EB

• Express stream is reconstructed 
first, providing calibration data

• Delayed stream is 
reconstructed with some delay, 
to ease demands on prompt 
reconstruction computing

• Trigger Level Analysis: high rate 
(3 kHz) of just the trigger data. 
Used in e.g. dijet resonance 
searches

• Chains, primary and support, 
are grouped into signatures

• For 2017, prescale sets are 
defined up to L=2x1034 cm-2s-1
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• L1 Topo: new system commissioned in 2016, exploits topological information 
in order to greatly reduce L1 rates with minimal impact on physics

• Can exploit angular distances, di-object mass, transverse mass, etc.
• Example: di-muon trigger with additional ΔRμμ and mμμ cut achieves a factor 4 

rate reduction with only ~10% loss in efficiency selecting B-hadron candidates
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9Performance in 2017

Nov 28, 2016 Jet Trigger Signature Group

GSC performance plot
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Figure 14: Trigger e�ciencies for the lowest un-prescaled single-jet trigger with (red, closed circles) and without
(blue, open circles) the updated calibration applied to jets in the HLT, for jets with |⌘ | < 2.8. The updated calibration
consists of multiple pieces, which together allow for improved agreement between the scale of trigger and o�ine
jets as a function of both ⌘ and pT and thus the trigger e�ciency rises much more rapidly. The trigger with an
updated calibration was added for commissioning during summer 2016.
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Figure 1: The trigger cross section as measured by using online rate and luminos-
ity is shown as a function of average number of processes per LHC bunch crossing
as measured online, for various missing ET triggers. The Emiss

T is calculated as
the negative of the transverse momentum vector sum of all jets reconstructed by
the anti-kT jet finding algorithm from calorimeter topological clusters. These
jets have pileup subtraction and JES calibration applied (Emiss

T (mht)). The
Emiss

T is calculated as the negative of the transverse momentum vector sum of
all calorimeter cells that aren’t flagged as known bad cells and that pass noise
cuts (Emiss

T (cell)). The Emiss
T is calculated as the negative of the transverse mo-

mentum vector sum of all calorimeter topological clusters corrected for pileup
(Emiss

T (pufit)) . The pileup correction is done by grouping the clusters into
coarser ’towers’ which are then marked as pileup if their ET falls below a pileup
dependent threshold. A simultaneous fit to both classes of towers is performed,
taking into account resolutions, making the assumption that the contribution
of the pileup to Emiss

T is zero. The fitted pileup ET density is used to correct the
above-threshold towers. All triggers have an L1 Emiss

T requirement of 50 GeV,
measured at the electromagnetic scale.

1

Figure 15: Trigger cross section (trigger rates normalised to the instantaneous luminosity) as a function of the
average number of interactions per bunch crossing for several Emiss

T trigger chains. All trigger chains also require
the Emiss

T calculated at L1 to exceed 50 GeV.
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Figure 2: The trigger e�ciency relative to the current lowest unprescaled trigger
is shown for three di�erent trigger strategies as a function of the reconstructed
Emiss

T (modified to count muons as invisible). The events shown are taken from
data with a Z � µµ selection to provide a pure signal sample. The Emiss

T is
calculated as the negative of the transverse momentum vector sum of all jets
reconstructed by the anti-kT jet finding algorithm from calorimeter topologi-
cal clusters. These jets have pileup subtraction and JES calibration applied
(Emiss

T (mht)). The Emiss
T is calculated as the negative of the transverse momen-

tum vector sum of all calorimeter cells that aren’t flagged as known bad cells
and that pass noise cuts (Emiss

T (cell)). The Emiss
T is calculated as the negative of

the transverse momentum vector sum of all calorimeter topological clusters cor-
rected for pileup (Emiss

T (pufit)) . The pileup correction is done by grouping the
clusters into coarser ’towers’ which are then marked as pileup if their ET falls
below a pileup dependent threshold. A simultaneous fit to both classes of towers
is performed, taking into account resolutions, making the assumption that the
contribution of the pileup to Emiss

T is zero. The fitted pileup ET density is used
to correct the above-threshold towers. All triggers have an L1 Emiss

T requirement
of 50 GeV, measured at the electromagnetic scale.

2

Figure 16: Relative cumulative e�ciency of di�erent Emiss
T trigger chains with respect to a chain requiring the

MHT-based Emiss
T to exceed 110 GeV as a function of the o�ine reconstructed Emiss

T . All trigger chains also require
the Emiss

T calculated at L1 to exceed 50 GeV. The e�ciencies are evaluated in an event sample passing a loose
W ! µ⌫ selection.
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Missing Transverse Energy (MET) 

‣ MET triggers rates present a dependence on pile-up.  
‣ By mitigating it we can lower the thresholds (gain in 

efficiency) with no increase in rates 
‣ Several new algorithms studied: 
‣ mht: cut on the negative sum of transverse energy 

of jets (missing HT) 
‣ cell: cut on the negative sum of transverse energy 

of cells above noise threshold 
‣ pufit: identify calorimeter energy deposits from pile-

up and subtract them from MET 
‣ Best performance given by pufit: 
‣ strongest reduction in rate as a function of pile-up  
‣ reaches an efficiency plateau as quickly as mht+cell 

combination to speed up  
‣ pufit used by default in 2017

‣ This is an example of an exercise done in many triggers to 
improve their performances
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10L1 Topological Triggers
‣ FPGA-based algorithms that analyse geometrical information on candidate trigger 

objects   
‣ Event topological selections using muon and calorimeter information at Level-1 
‣ Suppresses backgrounds and reduces rates at L1, allowing to keep thresholds more 

optimally low.  
‣ Essential for some signatures with 2017 luminosity conditions.

‣ Physics examples 
‣ High mass di-jet pairs from VBF processes ! Minv(j1, j2) 
‣ Di-muons with a limited opening angle from B-hadrons ! ΔR(µ1, µ2): 
‣ L1 rate reduced by a factor of 4 with only 10% loss in HLT efficiency  
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11Summary
‣ The definition of the trigger menu is a complex procedure  
‣ take into account inputs from several groups: physics analyses, detector calibration, 

monitoring, etc  
‣ respect technical limitations: bandwidth, CPU usage, etc. 

‣ The ATLAS trigger system has been upgraded  
‣ to cope with the challenging conditions it’s facing in Run2 with higher luminosity.  
‣ to have no significant efficiency loss despite the challenging conditions 

‣ Several steps in monitoring and validation ensure correct behaviour of the trigger menu after 
every adjustment or inclusion of new triggers to the system 

‣ The Trigger Menu evolves with changing conditions and the increasing luminosity conditions at 
the end of 2017 

‣ The performance has been successful so far during Run-2, allowing for collection of lots of 
good data used by analyses in ATLAS 
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Backup
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13Links to ATLAS public results

‣ ATLAS public results: 
‣ https://twiki.cern.ch/twiki/bin/view/AtlasPublic 

‣ ATLAS public results on the Trigger System: 
‣ https://twiki.cern.ch/twiki/bin/view/AtlasPublic/TriggerPublicResults 

https://twiki.cern.ch/twiki/bin/view/AtlasPublic
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/TriggerPublicResults

