10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

The Transparent Nucleus: unperturbed inverse kinematics nucleon knockout
measurements with a 48 GeV/c carbon beam
(The BM@N Collaboration)

From superconductors to atomic nuclei,s
strongly-interacting many-body systems ares
ubiquitous in nature. Measuring the microscopic s:
structure of such systems is a formidable chal- s
lenge, often met by particle knockout scattering ss
experiments [1, 2]. While such measurements s
are fundamental for mapping the structure ofs
atomic nuclei [2—6], their interpretation is often s
challenged by quantum mechanical initial- and s
final-state interactions (ISI/FSI) of the incoming e«
and scattered particles [1, 2, 7-9]. Here weg
overcome this fundamental limitation by mea- ,
suring the quasi-free scattering of 48 GeV/c 12C
ions from hydrogen. The distribution of single
protons is studied by detecting two protons at 4
large angles in coincidence with an intact ''B
nucleus. The !'B detection is shown to select
the transparent part of the reaction and exclude
the otherwise large ISI/FSI that would break
the 1'B apart. By further detecting residual B _,
and '°Be nuclei, we also identified short-range .,
correlated (SRC) nucleon-nucleon pairs [9-13], ,,
and provide direct experimental evidence for the .,
separation of the pair wave-function from that of _,
the residual many-body nuclear system [9, 14].
All measured reactions are well described by .,
theoretical calculations that do not contain ,
ISI/FSI distortions. Our results thus showcase a .,
new ability to study the short-distance structure
of short-lived radioactive atomic nuclei at the
forthcoming FAIR [15] and FRIB [16] facilities.
These studies will be pivotal for developing a
ground-breaking microscopic understanding of |
the structure and properties of nuclei far from
stability and the formation of visible matter in

the universe. w

Strongly-interacting systems are difficult to study. In,
the special case of strongly-interacting quantum gasses, g
ground-state properties can be directly measured using g,
ultra-cold atomic traps, where one can instantaneously
turn off the interactions between the atoms and the trap
itself [17]. This allows exploring a wide range of funda-
mental quantum mechanical phenomena and to imitate 4,
strongly correlated states in condensed matter systems g,
where similar control over inter-particle interactions can- 4
not be obtained [18]. %

Due to their high-density and complex strong interac- o
tion, constructing such model systems for atomic nuclei o
is extremely challenging. Instead, the distribution of nu-
cleons in nuclei is traditionally studied using high-energyioo

electron scattering experiments that detect the scattered
electron and knockout nucleon with high-resolution spec-
trometers [2]. ISI/FSI cause a reduction of the QE cross
section (attenuation) as well as distortion of the recon-
structed single nucleon ground state properties. Pre-
selection of the reaction kinematics or post-selection
of the un-detected residual nucleus allows suppressing
ISI/FSI distortions and use energy and momentum con-
servation to reconstruct the distribution of nucleons in
the nucleus [2, 9, 13, 19, 20].

While largely limited to stable nuclei, such experiments
helped establish the nuclear shell model [2] and the exis-
tence and dynamics of SRC nucleon pairs [6, 10, 12, 19]
that constitute the next significant approximation to nu-
clear structure after the shell model [2, 9, 13].

Extending these studies to radioactive nuclei far from
nuclear stability is a growing frontier of nuclear sci-
ence [7]. Such studies require performing scattering ex-
periments in inverse kinematics, where low luminosity
high-energy beams of radioactive nuclei are scattered
from protons in hydrogen targets [21]. The cross-section
for such reactions is significantly higher than that for
electron scattering, but comes at the price of large ISI
that prevents kinematical pre-selection. Additionally,
since there is rarely sufficient energy resolution to de-
termine the residual nuclear state from the measured
momenta of the knocked-out nucleons, post-selection re-
quires direct detection of the residual nuclear system [22].

Here we use post-selection in high-energy inverse kine-
matics (p,2p) scattering to probe single-particle states
and SRCs in the well understood '2C nucleus. By de-
tecting a bound nuclear fragment we select the trans-
parent part of the scattering reaction where single step
scattering dominates and distortions due to ISI/FSI of
the incoming/outgoing nucleons are suppressed.

By identifying ''B fragment we successfully study the
distribution of protons in the p-shell of 2C, where we
obtain consistent distributions for both quasielastic (QE)
and inelastic (IE) scattering reactions. Selecting °B and
10Be fragments we further identify, for the first time in
inverse kinematics, the hard breakup of SRC pairs. We
directly measure the pair motion in the nucleus and es-
tablish the separation of the strong inter-pair interaction
from the residual nuclear system. The latter is a key fea-
ture of modern theoretical SRC models [9, 11, 13, 14, 23],
that has not been experimentally confirmed.

While significantly reducing the measured event rate,
these post-selection requirements are shown to ensure
that the measured reaction has little to no sensitivity to
ISI/FSI induced distortions, thereby opening the door to
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Fig. 1. | Experimental Setup and Fragment Identification. (a) Carbon nuclei traveling at 48 GeV/c hit protons in a
liquid hydrogen target, knocking out individual protons from the beam-ion. Position- and time-sensitive detectors (MWPC,
GEM, RPC, Si, and DCH) are used to track the incoming ion beam, knockout protons, and residual nuclear fragments

and determine their momenta.

(b) The bend of the nuclear fragments in the large dipole magnet, combined with charge

measurements with the beam counters (BC) allows identifying the various fragments. In this work we refer to events with
detected B, 1°B, and °Be heavy fragments, see text for details.

studying the single-particle and short-distance structures
of nuclei far from stability. 132
Experimental setup Zj

The experiment took place at the Joint Institute for'”

Nuclear Research (JINR), using a 4 GeV/c/nucleon ion™
beam from the Nuclotron accelerator, a stationary liquid-**
hydrogen target, and a modified BM@N (Baryonic Mat-***
ter at Nuclotron) experimental setup, as shown in Fig. 1a.*

The beam was monitored upstream the target us-**
ing thin scintillator-based beam counters (BCs) used for'*
charge identification, a veto counter (V-BC) for beam-14
halo rejection, and two multi-wire proportional cham-143
bers (MWPCs) for event-by-event beam tracking. The
BC closer to the target was also used to define the events
start time . 146

A two-arm spectrometer (TAS) was placed down-+
stream of the target to detect the two protons from the!
(p, 2p) reaction that emerge between 24° and 37°, corre-*
sponding to 90° QE scattering in the two-protons center-
of-mass (c.m) frame. Each spectrometer arm consistedis:
of two scintillator trigger counters (TC), a gas electronis
multiplier (GEM) station and a multi-gap resistive platesss
chamber (RPC) wall. 154

Proton tracks were reconstructed using their hit lo-1s
cation in the GEM and RPC walls. We only considerss
events where the interaction vertex of each proton is re-1s7
constructed within the central 26 cm of the target and thess
distance between them is smaller than 4 cm (Extendediso
Data Fig. 1). The time difference between the RPC andieo
to signals define the proton time of flight (TOF), thatia

0

is used to determine its momentum from the measured
track length, assuming a proton mass.

As the protons of interest for our analysis have mo-
menta between 1.5 and 2.5 GeV/c (0.85 < 8 < 0.935),
we conservatively reject events with proton tracks having
B> 0.96 or < 0.8.

Signals from the TC were combined with the BCs up-
stream the target to form the main 12C(p, 2p) reaction
trigger for the experiment. Additional triggers were set
up for monitoring and calibration purposes, see online
supplementary materials for details.

Nuclear fragments following the (p,2p) reaction are
emitted at small angles with respect to the incident beam
with momentum, that is similar to the per nucleon beam
momentum. Three silicon (Si) planes and two MWPCs
were placed in the beam-line downstream the target to
measure the fragment scattering angle. Following the
MWPCs the fragments enter a large acceptance 2.87 T-m
dipole magnet. Two drift chambers (DCH) are used to
measure the fragment trajectory after the magnet.

The fragment momenta are determined from their
measured trajectories through the the dipole magnet.
Fragments are identified from the combination of their
rigidity (P/Z) in the magnet and energy deposition in
the two scintillator BCs placed between the target and
the magnet entrance, see Fig. 1b. The latter is pro-
portional to the sum of all fragment charges squared
(Zegg = /D Z3).

See Methods and online supplementary materials for
additional details on the experimental setup and data
analysis procedures.
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Fig. 2. | Quasi-Free Scattering (QFS) Distributions.i
(a) and (b): The correlation between the measured missing-1gs
energy (Fmiss, calculated in the 120 rest-frame) and the mea- 4
sured lab-frame two-proton in-plane opening angle (61 + 62).
Distributions are shown for inclusive *2C(p, 2p) events (a) and
exclusive 2C(p, 2p)''B events (b). (c) and (d): one dimen-"
sional projections of the missing-energy distributions for in-'*
clusive (¢) and exclusive (d) events (see Extended Data Fig.200
2a for opening angle projections). Data error bars show statis-201
tical uncertainties of the data at the 1o confidence level. Theag
lines show a the results of a fit to the measured QE and IE,,
peaks, using the same functional form for both distlributions.2
The inclusive distributions requires an additional fit compo-
nent, associated with ISI/FSI distortions, to fully describe the
data. Quasielastic (QE) events are seen as a peak around low?®
missing energy and opening angles of ~ 63°. Inelastic (IE)27
reactions populate higher missing-energy and lower openingzos
angles while ISI/FSI populate both regions and the ridge be-y
tween them in the inclusive spectra.
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Single proton knockout
213

We identify exclusive 12C(p, 2p)''B events by requiring?+
the detection of a ''B fragment in coincidence with twos
charged particle tracks in the TAS. Energy and momen-2

tum conservation for this reaction reads: 217
218

(1)219

220

Pizg + Pig = P1 + P2 + pup,

where priz¢ = (y/(Ph + M), 0,0,p12¢) and Py =
(myp,0,0,0) are respectively the incident beam-ion and,,,
target proton four-momentum vectors. pi, P2, and Piipas
are the four-momentum vectors of the detected protons,,,
and 'B fragment. Assuming QE scattering off a nu-,,
cleon which is moving in a mean-field potential, we can,,
approximate pi2c = p; + piig, where p; is the initial pro-,,,
ton four-momentum inside the 2C ion. Substituting into,,
Eq. 1 we obtain: 220
(2)230

231
where Ppiss is the measured missing four-momentum ofzs
the reaction and is only equal to p; in the case of unper-2s
turbed (no ISI/FSI) QE scattering. Through the text,»

221

Pi = Pmiss = P1 + D2 — Dig,

the missing momentum vector is shown and discussed af-
ter being boosted from the lab-frame to the incident 2C
ion rest-frame.

Figure 2 shows the measured missing energy Fnpiss =
My — emiss (Where episs is the energy component of fiiss
in the '2C rest-frame) distribution and its correlation
with the lab-frame two-proton in-plane opening angle,
61 + 65, for inclusive 2C(p,2p) (left panels) and exclu-
sive 12C(p, 2p)'' B (right panels) events. Both distribu-
tions show two distinct regions: (A) low missing-energy
and large in-plane opening angles that correspond to QE
scattering and (B) high missing energy and small in-plane
opening angles that correspond to inelastic (IE) scatter-
ing.

As seen in the Fs projections, the inclusive
12C(p,2p) events are contaminated by ISI/FSI back-
grounds around and underlying both IE and QE regions.
This background is not evident in the 12C(p, 2p)!'B case,
which is our first indication that requiring the coincidence
detection of ' B fragments selects a unique subset of one-
step processes where a single nucleon was knocked-out
without any further interaction with the residual frag-
ment. We note that while bound excited states cannot be
separated from the ground state in 12C(p, 2p)!'B events,
their contribution is small [24] and should not impact
the measured momentum distribution. See Methods for
details.

Fig. 3a shows further evidence for ISI/FSI suppression
by comparing the measured missing-momentum distri-
bution for 2C(p,2p) QE events with and without !B
tagging. The QE selection was done using the missing-
energy and in-plane opening-angle cuts depicted in Fig. 2
following a 20 selection (see Methods for details). The
measured 2C(p,2p) QE events show a significant high-
momentum tail that extends well beyond the nuclear
Fermi-momentum (/~ 250 MeV/c) and is characteristic
for ISI/FSI [9]. This tail is completely suppressed by the
1B detection.

Figure 3b compares the measured !B momentum dis-
tribution in the '2C rest-frame for both QE and IE
12C(p,2p)1'B events. The fragment momentum distri-
bution is equal for both reactions. This shows that the
observation of a bound fragment selects quasi-free unper-
turbed single-step reactions, even in the case of hard in-
elastic VN scattering and in a kinematical region which
is otherwise dominated by FSI events.

In true unperturbed single-step 12C(p, 2p)'' B QE scat-
tering the measured missing- and fragment-momenta
should balance each other. Fig. 3¢ shows the distribution
of the cosine of the opening angle between the missing-
and fragment-momenta in the plane transverse to the in-
cident beam-ion (which is insensitive to boost effects and
is measured with better resolution). While broadened
due to our detector resolutions, a clear back-to-back cor-
relation is observed which is a distinct signature of QE
reactions.
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Fig. 3. | Momentum Distributions And Angular Correlation. (a) Missing-momentum distribution in '?C rest-frame
for quasielastic *2C(p, 2p) and *>C(p, 2p)"' B events. (b) ''B fragment momentum distribution in *2C rest-frame for quasielastic
and inelastic *C(p, 2p)''B events. The light blue points in (a) and the open symbols in (b) have a small artificial offset for
better visibility. (c) Distribution of the cosine of the opening-angle between the missing- and fragment-momentum in the
plane transverse to the beam. Solid red line shows the result of our quasielastic reaction simulation. Data error bars show
statistical uncertainties at the 1o confidence level. The y-axis shows the counts for the quasielastic distribution. The inelastic
distributions are normalized to the peak region of the quasielastic distribution. All variables are shown in the *2C rest-frame.

The data shown in Fig. 3 are compared to theoreti-as
cal calculations of QE (p, 2p) scattering off a p-shell nu-xno
cleon in '2C. The calculation is implemented via a sim-2n
ulation that accounts for the experimental acceptancesr
and detector resolutions, uses measured 'H(p,2p) elas-»r
tic scattering cross section, and does not include ISI/FSI.
effects. The total simulated event yield was scaled tozrs
match the data. See methods for details. The calcula-,,
tion agrees well with all measured ?>C(p,2p)''B distri-,,
butions, including the fragment momentum distribution
for IE events and the distribution of the angle between,,
between the missing- and fragment-momenta (including,,,
its detector-resolution-induced tail). 281

Additional data-theory comparisons are shown in Ex-,,
tended Data Fig. 2 and 3 exhibiting good agreements.,,
This is a clear indication that the !B detection strongly,,
suppresses ISI/FSI, providing access to ground-state,
properties of 12C. -

Comparing the tagged and inclusive reaction yields we,
find that in ~ 50% of the measured inclusive 2C(p, 2p)
QE reactions the residual nucleus is fragmented to ligh‘cer289
fragments (Z < 4). Specifically, the 12C(p,2p)''B QE,
events yield account for (43.7 + 2.4 (stat)™ s 9 (sys))%,,,
of the measured inclusive 2C(p,2p) QE yield, and_
C(p,2p)"°B and "C(p,2p)'"Be QE events, due to__
QE scattering to an excited ''B state that de-excites
via nucleon emission, account for an additional (7.8 +
1.0 (stat) ™13 (sys))% and < 2%, respectively. See Meth-
ods for details.

7

278

288
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Hard Breakup of SRC Pairs 298

299
Next we study SRCs by measuring the 2C(p, 2p)°B andsw
12C(p,2p)1°Be reactions. SRC breakup reactions pro-s
duce B and '°Be fragments when interacting with ase
proton-neutron (pn) or proton-proton (pp) pair, respec-sos

tively. The fragment selection guarantees exclusion of
secondary scattering processes, as shown above, and re-
stricts the excitation-energy of the residual A-2 system
to below its nucleon separation energy. Furthermore, the
fragment detection offers a direct experimental probe for
the interaction between the SRC pair nucleons and the
residual A — 2 nucleons.

While 1°B and '°Be fragments can be produced in
SRC breakup reaction, they can also be produced fol-
lowing (p,2p) interactions involving mean-field nucle-
ons. As discussed above, ~ 10% of the measured in-
clusive mean-field 12C(p, 2p) QE events produce excited
UB fragment that decay to '°B and '°Be via nucleon
emission. These processes can be suppressed by requir-
ing |Pmiss| > 350 MeV /c, which selects protons with ini-
tial momenta that is well above the nuclear Fermi level
where SRCs predominate over mean-field nucleons [13].
See Methods for details.

High pumiss 2C(p, 2p)°B and 2C(p, 2p)1°Be events can
also result from IE interactions that produce additional
particles. Such reactions can involve mean-field nucleons
and will not be suppressed by the high pyiss requirement.
However, as shown in Fig. 2, they can be suppressed by
restricting the missing-energy of the reaction and requir-
ing a large in-plane opening angle between the measured
(p, 2p) protons.

To guide this selection we used the Generalized Con-
tact Formalism (GCF) [14] to simulate (p, 2p) scattering
events off SRC pairs (see Methods for details). Following
these calculations we select SRC breakup reactions by re-
quiring an in-plane opening angle larger than ~ 63° and
—110 < Epniss < 240 MeV (see Extended Data Fig. 4).
We further use total-energy and momentum conservation
to ensure exclusivity and suppress IE contributions by
requiring a missing nucleon mass in the entire reaction:
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missing-momentum for the measured 2C(p, 2p)'°B (upwards
facing purple triangles) and >C(p, 2p)'°Be (Downwards fac-
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The width of the bands and the data error bars show the
systematic uncertainties of the model and the statistical un-
certainties of the data, respectively, each at the 1o confidence®
level. 335
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Extended Data Fig. 5). 330
Applying these selection cuts, we measured 2330
12C(p, 2p)1°B and 2 2C(p, 2p)1'Be events. The large 1°Bsa
o 1%Be event yield ratio is generally consistent with thes:
previously observed predominance of pn- over pp-SRCsss
pairs [10, , 26], and is in full agreement with thess
GCF Calculated 108 / 10Be yield ratio of 12.1 obtainedss
using input from ab-initio many-body calculations [
The observed '°B dominance also contradicts an expec-s
tation of similar B and '°Be yields if the measuredss
reactions were dominated by mean field QE scatteringsas
followed by FSI with a single nucleon in 'B. 350

],346

Figure 4 shows the missing-energy and missing-3:
momentum  distributions of the selected SRCss
120(p,2p)1°B  events. The measured distributionssss
show good agreement with the GCF predictions. Addi-3s
tional kinematical distributions are shown and comparedsss
with the GCF in Extended Data Fig. 6 and 7. We specif-3s6
ically note that the distributions of the z-componentss
of the missing-momentum is not centered around zerosss
and is shifted towards the incident beam-directionss
(Extended Data Fig. 6a). This is expected givensso
the strong s-dependence of the large-angle elementaryse
proton-proton elastic scattering cross-section. Seess
discussion in Methods. 363
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Fig. 5. | Angular correlations in SRC breakup events.

Distributions of the cosine of the angle between (a) the recoil
nucleon and missing momentum and (b) B fragment and
pair relative-momentum. Data (black points) are compared
with GCF predictions (orange lines). The width of the bands
and the data error bars show the systematic uncertainties of
the model and the statistical uncertainties of the data, respec-
tively, each at the 1o confidence level.

Next we examine the angular correlations between the
nucleons in the pair and between the pair and the 1°B
fragment. Figure 5a shows the distribution of the cosine
of the angle between the missing momentum (Eq. 2) and
the reconstructed undetected recoil neutron momentum.
A clear back-to-back correlation is observed, as expected
for strongly-correlated nucleon pairs. The width of the
distribution is driven by the pair c.m. motion and our
detection resolutions. It shows good agreement with the
GCF prediction that assumes a three-dimensional Gaus-
sian c.m. momentum distribution [14, 27].

An independent determination of the SRC pair c.m.
momentum distribution can be obtained from the °B
momentum distribution that is measured here for the first
time (Extended Data Fig. Ge-h). We extract from the
data a SRC pairs c.m. momentum distribution Gaussian
width of o¢m. = (156 £ 27) MeV/c (see Methods for
extraction details), in agreement with previous electron
scattering measurements [27].

Last we examine the factorization of the measured SRC
pairs from the the residual nuclear system. The strong
two-body interaction between the nucleons in the pair
was predicted [9, 14, 23] to allow modeling its distribu-
tion as independent functions of the pair relative and c.m.
motion, with no correlation between them. Such fac-
torization dramatically simplifies SRC calculations and
should be evident experimentally by a lack of correlation
between the pair c.m. and relative momenta.

Figure 5b shows the distribution of the cosine of the
angle between the 1°B fragment momentum (i.e. pair
c.m. momentum) and the pair relative momentum given
by Prel = (Pmiss — Pn)/2, where p,, is the reconstructed
recoil neutron momenta. The GCF assumes the above
mentioned factorization and therefore predicts a flat dis-
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tribution, that is slightly shaped by the acceptance ofas
our detectors. The data is in full agreement with this«?
assumption. 418

Therefore, by reporting here on the first measurementzz
of SRC pairs with the detection of the residual bound,,,
A — 2 nucleons system we are able to provide first direct,,,
experimental evidence for the factorization of SRC pairsas

from the many-body nuclear medium. 424
425

Conclusions 426
427

The dominant contributions of ISI/FSI to nucleon-**
knockout scattering measurements has been a majoriz
difficulty for experimentally extracting nucleon distri-
butions in nuclei [9, 13, 28-30]. Even in high-energy,.,
electron scattering at selected kinematics that minimizeass
their contributions, the remaining FSI effect had to bess
taken into account using theoretical estimates that in-4
troduce significant model dependence to the obtained re-***
sults [9, 13, 30, 31]. :z;

At lower beam energies, the method of quasi-free,,
proton-induced nucleon knockout in inverse kinematicsss
has been recently developed and applied to study thesa
single-particle structure of exotic nuclei [4, 5, 22, 24]. The?
data analysis and interpretation of these results heavily*?
relies on the assumption that the extracted particle dis-**

o . 445
tributions are free from FSI contamination that has not,,
been experimentally proven to date. .

Our findings however clearly demonstrate the fea-4s
sibility of accessing properties of single-nucleons and#
SRC nucleon pairs in short-lived nuclei, in particu-*°
lar neutron-rich nuclei, using high-energy radioactive®™
beams, produced at upcoming accelerator facilities suchzz
as FRIB and FAIR. With this method, we accomplished,,,
a big step towards realizing the goal of such facilities,ss
which is exploring the formation of visible matter in thesss
universe in the laboratory. The presented experimental4s?
method thus provides a basis to approximate, as closely*®
as possible, the dense cold neutron-rich matter inzzz

neutron stars in the laboratory. o
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Methods 672

673
Ion Beam. The primary beam ions were produced in aes
Creon source and accelerated in the Nuclotron [32], deliv-ezs
ered quasi-continuously in pulses for 2 seconds followedss
by 8 second pauses between spills. Each pulse deliverede:
2.5 x 10° ions on average. 678

The beam contained a mixture of Carbon-12, Nitrogen-e
14, and Oxygen-16 ions with fractions on average of 68%ss0
18%, and 14% respectively. The '2C ions have a beamss
momentum of 3.98 GeV/c/u at the center of the LHaes
target. They are focused on the target with a beam di-es
ameter of about 4 cm, See Extended Data Fig. lc.

The beam ions are identified on an event-by-event ba-
sis using their energy loss in the BC detectors (BC1, BC2™
upstream the target), which is proportional to their nu-"
clear charge squared Z2. The selection of the incoming68
nuclear species is shown in Extended Data Fig. 8. Pile-""
up events are rejected by checking the multiplicity of the”™
BC2 time signal. ”

690
The detectors upstream the target. Prior to hit-""
ting the target the beam was monitored by the two thin®”
scintillator-based beam counters (BC1, BC2) and two™
multi-wire proportional chambers (MWPCs) mentioned””
above. The MWPCs determined the incident beam ion™
trajectory for each event. Besides using the energy de-""
position in the BCs for beam ion identification, the BC™
closer to the target was readout by a fast MCP-PMT used”™
to define the event start time to. Beam halo interactions™
were suppressed using a dedicated BC veto counter (V—700
BC), consisting of a scintillator with a 5 cm diameter”™
hole in its center.

702
Liquid-hydrogen target. The target [33] was cryogeni-7s
cally cooled and the hydrogen was recondensated usingos
liquid helium. The liquid hydrogen was held at 20 Kelvins
and 1.1 atmospheres in a 30 cm long, 6 cm diameter,ms
aluminized Mylar cylindrical container. The containerwr
entrance and exit windows were made out of 110 micrones
thick Mylar. The target constitutes a 14% interactionros
length for '2C. A sketch of the target cell is shown inmo
Extended Data Fig. 1. m

712
Two-arm spectrometer (TAS). A two-arm spectrom-ns
eter was placed downstream of the target and was usedns
to detect the two protons from the (p,2p) reaction thatns
emerge between 24° and 37°. The vertical acceptancers
of each arm is +7°. These laboratory scattering anglesmnr
correspond to ~ 90° (75° to 101°) QE scattering in thens
two-proton center-of-mass (c.m.) frame. Each spectrom-no
eter arm consisted of scintillator trigger counters (TC),o
gas electron multiplier (GEM) stations, and multi-gapr
resistive plate chamber (RPC) walls. 722

Proton tracks are formed using their hit locations inrs
the GEM and RPC walls. The vertex resolution alongr

the beam-line direction is 1.8 cm (1o) and was measured
using a triple lead-foil target as detailed in the Online
Supplementary Material.

The time difference between the RPC and ¢ signals de-
fine the proton time of flight (TOF). The TOF, combined
with the measured track length (accounting for the exact
interaction vertex in the target), is used to determine its
momentum. Measurements of gamma rays from interac-
tions with a single lead-foil target were used for absolute
TOF calibration. An absolution TOF resolution of 175
ps was extracted, which dominates the momentum reso-
lution, see online Supplementary Materials for details.

Data Taking and Quality. Signals from the TAS-TCs
were combined with the BC and V-BC scintillators sig-
nals to form the main 2C(p, 2p) reaction trigger for the
experiment. Additional triggers were set up for monitor-
ing and calibration purposes, see online Supplementary
Materials for details.

The stability of the trigger was monitored online dur-
ing the experiment as part of our data quality control.
We collected and recorded about 20 million triggers. As
part of the beam monitoring and quality, the ratio be-
tween BC2/BC1 and BC4/BC3 was not smaller than
65%, and the rate on the V-BC is on average 24% rel-
ative to BC2. The main '2C(p, 2p) reaction trigger had
a rate of about 180 Hz, as measured during live beam.
Variations of BC pulse height over the measurement time
was monitored and accounted for in the analysis. No sig-
nificant run-to-run variations were observed in any of the
final observables.

Reaction Vertex and Proton Identification. The
z-position (along the beamline) of the reaction vertex is
reconstructed from two tracks in the TAS, while the (z,y)
position is obtained from the extrapolated MWPC track
in front of the target (the latter provides a better trans-
verse position resolution). Details about the algorithm
and performance can be found in the Online Supplemen-
tary Materials.

The reconstructed vertex position along the beam-line
and transverse to it with the liquid-hydrogen target in-
serted is shown in Extended Data Fig. 1. The structure
of the target — the LH5 volume and other in-beam materi-
als, such as the target walls, styrofoam cover, and various
isolation foils — is well reconstructed The vertex quality is
ensured by requiring that the minimum distance between
the two tracks, which define the vertex, is smaller than
4 cm. In addition, we place a selection on the absolute
z-vertex requiring it to be reconstructed within £13 cm
from the center of the target.

Scattering from the target vessel that was not rejected
by the veto counter is removed by a cut on the (x,y)-
vertex direction. This removes a strong peak due to a
styrofoam cover over the target (Extended Data Fig. 1c).
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Having determined the tracks and the vertex, the mo-o
mentum of each proton is calculated with respect to theso
incoming beam direction, using the TOF information be-7e:
tween the target and the RPC. 782

In order to select (p,2p) events from Quasi-Free Scat-rss
tering (QFS), other particles like pions need to be re-rss
jected (which also create a track, but originate from in-7es
elastic reactions). We apply several criteria (outlined insss
the next section), but the basic selection is a cut to thers
velocity of the two measured particles, shown in Supple-7ss
mentary Material Fig. 4a. In the analysis, every particless
must pass a velocity condition 0.8 < 8 < 0.96, removingzs
fast and slow pions. 701

792
Fragment Detection. Nuclear fragments following thers
(p, 2p) reaction are emitted at small angles with respectros
to the incident beam with momentum that is similar tores
the beam momentum. To measure the fragment scatter-7e
ing angle, three silicon (Si) planes and two MWPCs arerer
placed in the beam-line downstream the target. Follow-7es
ing the MWPCs the fragments enter a large acceptancers
2.87 T-m dipole magnet, and are bent according to theirso
momentum-to-charge ratio (P/Z), i. e. magnetic rigidity.so
Following the magnet, two large-acceptance drift cham-so
bers (DCH) with 8 wire-planes each are used to measuresos
the fragment trajectory. 804

The fragment momenta are determined from the mea-
surement of their bending angle in the magnet. Fragmentsos
identification (nuclear mass and charge) is done usingsoes
their bend in the magnetic field and energy depositionse
in two scintillator BCs (3,4) placed between the targetsos
and the magnet entrance, see Fig. 1b. The latter is pro-se
portional to the sum over all fragment charges squared,go
Ze{-fE \/ZZ2. 811

812
Fragment Momentum and Identification. We fol-a:
low a simulation-based approach to derive P/Z from ass
multi-dimensional fit (MDF) to the measured fragmentes
trajectories before and after the magnet. The particless
trajectory is determined using the MWPC-Si track be-ar
fore the magnet and the DCH track after the magnet.ss
Both tracks serve as input for the P/Z determination. s

The momentum resolution was determined using unre-s»
acted '2C beam ions (from empty-target runs) and foundaa
to equal 0.7 GeV/c (1.5%) (Supplementary Fig. 2). Thise»
resolution is consistent with the resolution expected fromsos
events obtained with simulation that accounts for the in-ss
coming beam energy spread. Using our beam trigger (seess
online Supplementary) we verified that the momentumsz
reconstruction resolution is the same when the 2C ionss
go through a full liquid-hydrogen target. The achieveds:s
momentum accuracy is evaluated to equal 0.2%. 820

The fragment tracking efficiency, including the detec-sso
tion efficiency of the upstream MWPC-Si, downstreamss
DCH detectors, and track reconstruction and selectionss
algorithm equals ~ 40%. See online Supplementary Ma-sss
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terials for details on the tracking algorithms and its per-
formance.

Figure 1b illustrates an example of this fragment iden-
tification from the experimental data using P/Z obtained
by the MDF vs. total charge measured in the scintilla-
tors.

This work focuses only on fragments with nuclear
charge of 4 or larger with a single track matched be-
tween the upstream and downstream tracks. Although
the charge of the fragments is only measured as an inte-
grated signal in BC3 and BC4 counters, the Boron iso-
topes can be selected unambiguously since no possible
combination of fragments could otherwise mimic a sig-
nal amplitude proportional to > Z? = 25. In the case
of °Be, the only other fragment of interest here with
Zeog = 4, contamination from within the resolution is ex-
cluded by using the additional P/Z information. 1°Be is
the only possible fragment with P/Z ~ 10 GeV /c in that
region and is well separated.

Besides requiring a good vertex and single global-track
events, we employ Zeg and P/Z selection criteria to iden-
tify 11B, 9B, or 1°Be. A two-dimensional charge selec-
tion, as for the incoming charge, was applied here for
BC3 and BC4. For the selection in P/Z vs. Z.g also a
two-dimensional cut was applied as indicated in Fig. 1b
with a ~ 20 selection in P/Z.

Single heavy fragment detection efficiencies. As
discussed above, this work is limited to reactions with a
single heavy (Z > 4) fragment in the final state. The de-
tection of such a fragment depends on the ability of the
fragment to emerge from the liquid hydrogen target with-
out re-interacting, and our ability to identify its charge in
the two BCs downstream of the target, and reconstruct
its tracks before and after the magnet.

We extract the efficiencies for the charge and track re-
construction using beam-only data (i.e. no target vessel
in the beam-line). We assume that, within the quoted
uncertainties below, there is no difference between the
efficiencies for detecting Z = 6 and Z = 5 and 4 frag-
ments.

In order to determine the efficiency for determining the
fragment’s charge in the BCs downstream the target, we
first select incident '2C ions based on their energy loss in
the BC1 and BC2 counters (see Extended Data Fig 8).
We then examine the fraction of those '2C ions also iden-
tified by their energy loss in BC3 and BC4 downstream
the target. This fraction defines a charge identification
efficiency of ez = (8346)%, where the uncertainty is ob-
tained from examining different energy-deposition cuts
between 2 — 30 on the Gaussian distribution in BC3 and
BC4. The standard deviation in efficiency from this cut
variation relative to the mean value defines the uncer-
tainty. The fraction of such Z;, = Z,, = 6 events with a
single reconstructed track and P/Z = 8 GeV /c is equal to
(39.5727)%, determined in a +2.20 range with +0.450
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range to account for the uncertainty. In case of '°Bess
fragments the tracking efficiency is (39.575-1)% due toswo
larger systematic effects. The larger asymmetry towardsso
smaller efficiency arises from a possible background con-
tribution in the reconstructed P/Z that is taken into ac-
count. More details are given below in “Extracting QE®*®
ratios” and in the online Supplementary, in particular®*
about a single-track identification and its efficiency. 895

892

896
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Single-Proton Knockout Data-Analysis. The basic®
selection for any analysis requires an incoming '2C, a®
good reaction vertex, and particles in the arms passing®”
the velocity condition. These selections criteria define the™
inclusive (p, 2p) reaction channel, which is dominated by
FSI and IE scattering. The exclusive reaction channel®”
requires the additional detection of a !'B fragment, with®”
a single global-track condition and defines the one-proton®”
QFS, that includes both QE and IE scattering,. o0
We select a bound B where the 3/2~ ground-state™
is populated with the largest cross section. However, we™
cannot distinguish bound excited states that de-excite™
via 7-ray emission that are also populated in our experi-"*
ment. Previous works [24] found the contribution from®
such states to be small, coming primarily from the 1/27°"
and 3/2~ states that contribute ~10% each to the total®
cross section. This contribution also correspond to p-shell™
knockout and does not impact the resulting momentum®
distribution significantly. o
In order to identify (p,2p) QE events and reject IE
events, we look at the missing energy and the in-plane™
opening angle of the two particles measured in the arms.”
An elliptical cut denoted by 20 is applied in each direc-"'
tion (Fig. 2). The standard deviation was obtained from™
a Gaussian fit to Eniss (0 = 0.108 GeV) and 0,1 + 9p2921
(0 =1.8°). -
The missing energy is defined as Emniss = Mp — €miss,
where epi¢s is the energy component of fis in the rest™
frame of the '2C nucleus. The boost from the laboratory™
system into the rest frame is applied along the incoming-"*
beam direction and considers the reduced beam energy at™
the reaction vertex. The selection region for QE events is™
defined in the exclusive channel with fragment selection,
in a 20 ellipse as indicated in Fig. 2. The IE part is de-""
fined from the remaining events within the other ellipse.”™
The same criteria are applied in the inclusive channel.”
Correlations with other kinematical variables are shown
in Extended Data Fig. 9.
The M2, spectrum in Extended Data Fig. 2a shows
the squared missing mass for the exclusive channel be-
fore and after applying the QE cut, clearly showing that
we select background-free QE events with a missing massess
that equals the proton mass. A lower boundary in theos
squared missing mass of M2, . > 0.47 GeV?/c* is ap-os
plied. Since the chosen selection criteria might influenceosss
other kinematical variables of ppiss (Eq. 2), we show thess
momentum distributions and angular correlations withoss
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less strict selection in the Extended Data (Figs. 2, 3)
which do not show a different behavior and are also de-
scribed well by the simulation.

Single-Proton Knockout Simulation. We compare
the quasielastic 12C(p, 2p)*'B data to a MonteCarlo sim-
ulation for the proton quasielastic scattering off a moving
12(C. In the calculation, the '2C system is treated as spec-
tator plus initial proton, pi2c = puig + p;. The proton’s
initial momentum distribution in 2C is sampled from a
theoretical distribution. Note that all kinematical quan-
tities discussed here correspond to the carbon rest-frame.

The momentum distributions are calculated in the
eikonal formalism for quasi-free scattering as described
in Ref. [34]. In this work we compare the data to
the momentum-distribution calculated without absorp-
tion effects, i.e. without multiple-scattering. Here we
also compare to the same calculation that includes ab-
sorption effects from the imaginary part of the potential
explicitly, calculated in the optical limit of Glauber the-
ory. See in Extended Data Fig. 10.

The distorted waves are calculated from the real and
imaginary part of the optical potential for the inter-
action between proton and nucleus. The single parti-
cle wave function of the removed proton is generated
from a Woods-Saxon potential with radius given by R =
1.2- A'Y/3 fm and diffuseness a = 0.65 fm, while the depth
of the potential was adjusted to reproduce the removal
energy, S, = 15.96 MeV, of a proton from the p3/5-shell.
For the '2C nucleus a density distribution from electron
scattering was used as input, assuming that is has the
same profile for the proton and neutron densities. The
density is of the form pi2c = (1+a-(r/b)?)-exp {—r?/b%},
with « = 1.4 and b chosen so as to reproduce the RMS
radius of the 12C, b = 2.47 fm.

Although the fragment selection removes events from
FSI and we do not need to account for their scattering
into measured phase space, we look at the calculation
with absorption since the survival probability is larger if
the knockout happens at the nuclear surface. This effect
might create a difference from no distortions. However,
the momentum distributions with and without absorp-
tion look very similar, see Ext. Data Fig. 10, and do not
seem to have a large impact on the reconstructed initial
momentum distribution in a light system such as '2C.

In terms of the kinematics, we raffle |p;| from the total-
momentum distribution and randomize its direction. The
proton’s off-shell mass is

mlg = mic +miig — 2mizc - \/mig + P2 (3)

The two-body scattering between the proton in '2C and
the target proton is examined in their c.m. frame. The
elastic-scattering cross section is parameterized from free
pp differential cross section data. Following the scatter-
ing process, the two protons and ''B four-momenta are
boosted back into the laboratory frame.
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The two-arm spectrometer was placed such that it cov-es
ers the symmetric, large-momentum transfer, 90° c.m.g
scattering region. Given the large forward momentum,g,
the detectors cover an angular acceptance of ~ 24° <
6 < 37° in the laboratory system which corresponds to
~ 75° < Oc.m. < 101° in the c.m. frame. 993

In order to compare the simulated data to the exper-**
imental distributions, the simulation is treated and an-**
alyzed in the same way as the experimental data. Ex-**
perimental acceptances are included. Resolution effects™
are convoluted to proton and fragment momenta. The
proton time-of-flight resolution AToF/ToF is 0.95% at
2 GeV/c and the angular resolution 5 mrad, while the®®
fragment momentum resolution is 1.5% and the angu-°*
lar resolution 1.1 mrad in the x and y directions. Thé*®
angular resolution of the incoming beam is 1.1 mrad®®
The beam-momentum uncertainty, examined as Gausi®?
sian profile, does not significantly impact rest-frame mo2°®
mentum distribution as long as the nominal beam mo2®*
mentum is the same used for extracting physical quantil®®
ties (or observables) from the experimental data and théos
simulated ion. However, the momentum distributions aré®’
dominated by the width of the input p-shell momentuni®®
distribution. When comparing, the simulation is nori®®
malized to the integral of the experimental distributions,,,
We find overall good agreement between experiment andy,,
Monte Carlo simulation showing that the reaction mechy,,
anism and QE events sample the proton’s initial momensy,,
tum distribution in 12C. Additional data-simulation comy,,
parison are shown in Extended Data Fig. 3. 1015

992

1016

Extracting QE 2C(p, 2pX)/'2C(p, 2p) ratios for 'B,
10B, and 'Be. To extract the fraction of (p, 2p) events,,,
with a detected heavy fragment we need to apply several
corrections to the number of measured events which do
not cancel in the ratio. The ratio of the exclusive cross
section with a detected fragment to the inclusive cross
section is given by:

2C(p,2p)X R
TC0.2p) @

€7 X €track X att’
where

e R is the measured ratio based on the number of
QE events for each sample. We added a cut on
low missing momentum, ppiss < 250 MeV /c, in ad-
dition to the missing energy and in-plane opening
angle cuts to clean up the inclusive (p, 2p) sample,
and focusing at the region of small missing momen-
tum.

e ¢z is the outgoing fragment charge efficiency. We
consider a value of ez = (83 £ 6)%, see discussion
above.

® ciack 1S the outgoing fragment tracking efficiency
with all the selection cuts applied in a £2.20 P/Z

12

range. We consider a value of €40 = (39.5f5:g)%
for 2198, and epaae = (39.5733)% for 1°Be, see
discussion above.

e att is the attenuation of the outgoing fragment due
to secondary fragmentation in the target. After the
reaction, the flux of the fragment depends on the
remaining distance the fragment needs to travel in
the target. The attenuation is given by the reduc-
tion of this flux

()

where p is the target density and oot the total re-
action cross section. We evaluate the attenuation
factor by taking an average over the 30 cm target
length, using oyt = 220 + 10 mb (assumed to be
the same for 1°B,'Y Be within uncertainty), such
that att = 0.87 & 0.01. Additional break-up reac-
tions due to material in the beam-line downstream
the target were estimated (and scaled) based on the
total cross section on carbon. The contribution to
the secondary reaction probability is comparably
small, in particular reactions from ''B to °B or
10Be are negligible.

att = exp(—potot2),

The total reaction cross section o, is calculated in
eikonal reaction theory [35] using the B harmonic-
oscillator like density distribution and the NN cross sec-
tion at 4 GeV/c/u as the input. In a benchmark test
it reproduces the measured cross section for 'B4+12C at
kinetic energy of 950 MeV /u [36] while the beam energy
has only a very small impact. We consider the ~ 5% sys-
tematic overestimate of eikonal cross sections compared
to measurements as uncertainty.

From Eq. 4 we see that there are four individ-
ual contributions to the uncertainty in the ratio of
120(p, 2pX) /*2C(p, 2p): statistics AR, efficiencies (Aey
and Aeyack) and attenuation (Aatt). In addition we
have a systematic uncertainty due to the event selection
cuts. Each event cut was modified over a given o range
and the resulting change in the relative yield was taken
as the systematic uncertainty. The 2D F,iss-angle cuts
were varied as (2 + 1/2)o, where both these quantities
are described by a Gaussian. The cut in missing mo-
mentum was varied according to the missing momentum
resolution like pyiss < 250+ 50 MeV /c. Thses uncertain-
ties are quoted as symmetric uncertainties since we did
not observed in the simulation a significant asymmetry in
the measured quantities. Besides that, we also consider
a possible background contribution in the P/Z determi-
nation as additional asymmetric systematic uncertainty.
It is determined for each charge selection separately with
a fit in shape of a second order polynomial to the P/Z
distribution under quasielastic conditions. Since the fits
with and without background contribution result in very
similar goodness we chose to adapt the possible back-
ground as 20 uncertainty. Combining these contributions
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we obtain the following fractions given with statisticales:
(stat) and systematic (sys) uncertainties: 1063

1064

12 2 11B
OB s 70 4 (stat) T (sys) %,

12C(p7 2p) . 1066
12C(p) 2p)10B +1.3 1067
TG g = (BELOGEOTE (v )%,

IZC(p7 2]7)10]36 1069
W = (0.9 4 0.4 (stat)"32 (sys)) %. o

1071

Selecting high-momentum SRC events.  Wé™"
study SRC events by focusing on '2C(p,2p)!’B and™
120(p, 2p)1°Be events. We start with the two-proton deX”
tection imposing the vertex and 8 cuts mentioned above."”
The first cut applied to select SRC breakup events is t6°"°
look at high-missing momentum, ppiss > 350 MeV/c. '
The remaining event selection cuts are chosen follow=""*
ing a GCF simulation of the 12C(p, 2p) scattering reaction
off high missing-momentum SRC pairs. After applying”®
the high-missing momentum cut, we look at the in-plané®
opening angle between the protons for different cases!®®
(a) inclusive 12C(p, 2p) events, (b) GCF simulated SRC*™?
events, (c) exclusive 12C(p, 2p)'°B events, and (d) exclui®
sive 12C(p, 2p)1°Be events. The GCF predicts relatively™
large opening angles that guides our selection of in-plané®®

lab-frame opening angle larger than 63° (that also sup*™

presses contributions from inelastic reactions that coni®
tribute mainly at low in-plane angles). 1088

Next we apply a missing-energy cut to further excludé®
inelastic and FSI contributions that appear at very largé®®
missing-energies. To this end we examine the correla!®
tion between the missing energy and missing momentum*?
after applying the in-plane opening angle cut, for thé™*
full range of the missing momentum (i.e., without thé®*
Pmiss > 350 GeV/c cut), see Extended Data Fig. 4. Wé**
chose to cut on —110 < Eiss < 240 MeV. 1096

To improve the selection cuts we use the total energy®™”
and momentum conservation in reactions at which wé*®
identified a fragment (1°B or 1°Be). We can write thé®®

exclusive missing-momentum in these reactions as 100
1101

(6)102
1103
Neglecting the center-of-mass motion of the SRC pair,,,
the missing-mass of this 4-vector should be equal to the
nucleon mass mZ . o.q = miy. The distributions for,,
12C(p,2p)1°B and '2C(p,2p)'°Be events that pass the
missing-momentum, in-plane opening angle, and missingy,o,
energy cuts are shown in Extended Data Fig. 5 togethexq
with the GCF simulation. To avoid background events;q
with very small values of the missing-mass we choose tq;,
cut on Miiss’excl' > 0.42 GeV2/04. After applying thisy;
cut we are left with 23 12C(p, 2p)!°B and 2 12C(p, 2p)°Bau-
events that pass all the SRC cuts. 1113
We note that if the measured SRC events were causediis
by FSI with a neutron in ''B, we would expect to alsaus

ﬁmiss,excl‘ = pi2¢ + ﬁtg —Pp1— D2 — ﬁlOB(Bc)'
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detect a similar number of °Be fragments due to FSI
with a proton in ''B. At the high energies of our mea-
surement these two FSI processes have almost the same
rescattering cross sections [37]. Our measurement of only
2 19Be events is consistent with the SRC np-dominance
expectation and not with FSI.

In addition, while our selection cuts suppress QE
scattering events off the tail of the mean-field momen-
tum distribution they do not completely eliminate them.
Therefore, some events could result from de-excitation
of high-piss ''B fragments. Using the de-excitation
cross-sections of Ref. [24] and the measured number of
12C(p, 2p)t'B events that pass our SRC selection cuts
(except for the exclusive missing-mass cut), we estimate
a maximal background of 4 1°B and 2 '“Be events due
to knockout of mean-field protons and subsequent de-
excitation.

Characterizing the selected ?>C(p,2p)''B events.
The majority of SRC events with a detected fragment
comes with 1°B. In the Extended Data we present
some kinematical distributions of these selected events
together with the GCF simulation. Extended Data Fig. 6
shows the total 1B fragment and missing moments as
well as their different components. Overall good agree-
ment between the data and simulation is observed.

Due to the high momenta of the nucleons in SRC pairs,
it is beneficial to also analyze the missing-momentum dis-
tribution in the relativistic light-cone frame where the
longitudinal missing-momentum component is given by
a = (Emiss — Piiss)/Myp- Similar to pmiss, « is calculated
in the '2C rest frame where 2 is boosted target-proton di-
rection. a = 1 for scattering off standing nucleons. a < 1
(> 1) corresponds to interaction with nucleons that move
along (against) the beam direction and therefore decrease
(increase) the c.m. energy of the reaction /s. Extended
Data Fig. 7a shows the « distribution for the measured
SRC events. We observe that « < 1, as predicted by the
GCF and expected given the strong s-dependence of the
large-angle elementary proton-proton elastic scattering
cross-section. for completeness, Extended Data Fig. 7
also shows additional angular correlations between the
nucleons in the pair and the '°B fragment, all well repro-
duced by the GCF.

Estimating the number of SRC 2C(p,2p)!°B and
12C(p, 2p)t°Be events. As a consistency check we per-
formed a simple estimate of the expected number of ex-
clusive SRC events based on the measured mean-field
120(p, 2p) 1B event yield. We assume SRCs account for
20% of the wave function | ], and that their contri-
bution to the exclusive measurements is suppressed by a
factor of 2 as compared to the mean-field 2C(p, 2p)''B
due to the transparency of the recoil nucleon [41-43].
Therefore, we expect a contribution of 11% SRC and 89%
mean-field.
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The mean-field has contributions leading to boundin
states (i.e. p-shell knockout leading to 'B) and conr
tinuum states (s-shell knockout, non-SRC correlationsyzs
etc.) with relative fractions of 53% and 36% respectivelyira
(563% + 36% = 89%) [24]. Therefore, given that we meas
sured 453 12C(p,2p)''B MF (p-shell knockout) eventsis
we expect a total of 453 - (11%/53%) = 94 SRC events. un

We estimate the experimental loss due to acceptance ofis
the longitudinal momentum (see Extended Data Fig. 6a)is
as 50%, and another loss of 50% due to the strong cutsiso
applied to select SRC events. Thus, in total, we expectis:
to detect about 94 - 50% - 50% = 24 SRC events. 1182

If the SRC pair removal results in A — 2 fragments
close to its ground-state, and assuming np-dominance (20
times more np than pp pairs) we expect a population of
90% 9B and 10% '°Be. We also considered that for a
pp pair the knockout probability is twice larger than for
pn. Using the estimation of 24 total SRC events will
lead to 22 events for 1B (we measure 23) and 2 events
for 1Be (we measure 2). These simple estimates show
overall self-consistency in our data.

Last, as our selection cuts suppress, but do not elim-
inate events originating from the tail of the mean-field
distribution, some events could result from de-excitation
of high-pmiss ''B fragments. To evaluate that fraction, we
consider 1B events that pass the SRC selection cuts (ex-
cept for the exclusive missing mass cut). 28 such events
are observed of the total 453 MF 1B events (i.e. a frac-
tion of 9%). Reference [24] measured a neutron (pro-
ton) evaporation cross-section relative to the total con-
tinuum cross-section of 17% (7%). Using these fractions
we expect a 1B (1°Be) contribution from neutron (pro-
ton) evaporation based on the measured !B events of
(28/53%)-36%-17% = 3 events ((28/53%)-36%-7% = 1).
This is the maximum number that can be expected from
this background, since for '°B and '°Be we apply an ad-
ditional cut on the exclusive missing mass as explained
above.

GCF Simulations. The GCF was derived and vali-
dated against many-body Quantum Monte Carlo calcu-
lations in Refs. [14, 10, 44]. Its implementation into an
event generator that can be used for analysis of experi-
mental data is detailed in Ref. [15], and was sucsesfully
applied to the analysis of electron scattering SRC mea-
surements in Refs. [19, 26, 45, 46].

The adaptation of the GCF event generator from
(e, €'p) reactions to (p, 2p) reactions is simple and mainly
required replacing the electron mass with a proton mass
when calculating the reaction kinematics and phase-
space factors and replacing the elementary electron-
nucleon cross-section by the elastic proton-proton cross-
section used in the mean-field simulation discussed above.
We accounted for the experimental acceptance and de-
tector resolution in the same way as described for the
mean-field simulation discussed above.

14

The input parameters of the GCF calculation in-
clude an NN interaction model, for which we used the
AV18 interactions, consistent nuclear contact terms, that
were taken from Ref. [14], SRC pairs c.m. momen-
tum distribution width, which we set equal to ¢SCF =
150 MeV/c [27], and an A — 2 system excitation energy,
which we set to zero.

The uncertainty on the GCF calculation stems from
uncertainties in the values of the nuclear contact terms
(taken from Ref. [14]), 0SCF = £20 MeV /c, and the A—2

system excitation energy. The latter was taken as equal
to 2 or 5 MeV, with an abundance of 10% each.
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Extended Data Fig. 1. | Reaction Vertex. Reconstructed reaction vertex in the LHy target. The position along the beam
line is shown in (a), scattering off in-beam material is also visible. For comparison, a sketch of the target device is shown in
(b), scattering reactions are matched at the entrance window, the target vessel, styrofoam cover. A selection in z < |13 cm]| is
applied to reject such reactions. The xy position at the reaction vertex is shown in (c), measured with the MWPCs in front of
the target. The dashed line indicates the target cross section. Scattering at the target vessel at around (x = 2cm,y = 2cm)
can be seen which is removed by the selection as indicated by the red circle.
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Extended Data Fig. 2. | Single-Proton Knockout Signatures. Projection for in-plane opening angle (a) of Fig. 2,
comparing the inclusive reaction 12C(p, 2p) and tagged events with 1B coincidence. The inclusive distribution is area normalized
to the tagged one. The fragment selection clearly suppresses FSI, and the QE signal separates from IE. (b) Proton missing
mass for tagged 2C(p, 2p)''B events. After the QE selection in Fmiss and in-plane opening angle, the distribution is shown
in dark blue dots with artificial offset for better visibility. We apply an additional missing mass cut MZ2;,, > 0.47 GeV?/c?,
indicated by the dashed line. (c) Angular correlation between the two (p, 2p) protons for quasielastic (M2 > 0.55 GeV?/c?)
and inelastic (Mé,iss < 0.55 GeV2/c4) reactions only selected by missing mass. The QE events show a strong correlation with
a polar opening angle of ~ 63°. (d) The off-plane opening angle peaks at 180° as expected, shown for M2, > 0.55 GeV?/c*
. The width of this distribution is narrower than that dictated by the TAS acceptance. Data error bars show the statistical
uncertainties of the data at the 1o confidence level.
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Extended Data Fig. 3. | Missing and Fragment Momentum. Momentum components for quasielastic 12C(p, 2p)11B
reactions compared to simulation. The proton missing momentum is shown for (a)-(d), while (e)-(h) show the same distributions
but with missing mass cut only (0.55 GeV?/c! < M2, <1.40 GeV?/c'). Agreement with the simulation is found in both
cases. The shift in pmiss,» is associated with a strong pp cross-section scaling with c.m. energy. For the same conditions the
"'B fragment momentum components are shown in (i)-(1), and (m)-(p). The dashed lines in piip . indicate the momentum
acceptance due to the fragment selection in P/Z. Data error bars show the statistical uncertainties of the data at the lo

confidence level.
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Extended Data Fig. 4. | SRC Selection. The proton-proton polar angular correlations are shown in (a)-(d) with
Pmiss > 350 MeV/c, the in-plane opening angle cut to be applied is indicated by the dashed line: (a) GCF simulation, (b)
12C(p, 2p) data, (c) *2C(p, 2p)'°B/Be data on top of simulation, and (d) the same as (c) but with additional Emiss cut. The
missing energy vs. missing momentum is shown in (e)-(h): for (e) GCF simulation, (f) *>C(p, 2p), (g) *C(p,2p)'°B, and (h)
12C(p, 2p)'°Be events that pass the in-plane opening angle cut. The selection cuts in —110 MeV< FEpiss < 240 MeV and
Pmiss > 350 MeV/c are indicated by the dashed lines.
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Extended Data Fig. 5. | SRC Missing Mass and Momentum Transfer. (a) The exclusive missing mass distributions
for 12C(p7 2p)10B events and 12C(p, Qp)loBe events that pass the missing momentum, in-plane opening angle, and missing
energy cuts together with the GCF simulation (orange). The blue line represents the applied cut on the exclusive missing-mass
Miiss’exd‘ > 0.42 GeV?/c*. (b) and (c) represent the Mandelstam variables for the same cases, '°B and '°Be, (d) shows
the two-dimensional momentum-transfer plot for '°B. The width of the bands and the data error bars show the systematic
uncertainties of the model and the statistical uncertainties of the data, respectively, each at the 1o confidence level.
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Extended Data Fig. 6. | SRC Missing and Fragment Momentum. The missing momentum distributions (a)—(d) for
the selected 2C(p, 2p)'°B SRC events (black) together with the GCF simulation (orange). Acceptance effects, especially in the
transverse direction are well captured by the simulation. The lower figures (e)—(h) show the fragment momentum distributions
in the rest frame of the nucleus for the same selected *2C(p,2p)'°B SRC events (black) together with the GCF simulation
(orange). The width of the bands and the data error bars show the systematic uncertainties of the model and the statistical
uncertainties of the data, respectively, each at the 1o confidence level.
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Extended Data Fig. 7. | SRC Quantities. Selected *2C(p,2p)'°B SRC events (black) together with the GCF simulation
(orange). (a) Light-cone momentum distribution o = (Emiss — Piaiss)/Mp- (b) Cosine of the opening angle between the missing
momentum and the neutron reconstructed momentum in the transverse direction. (c) Cosine of the angle between the '°B
fragment and missing-momentum. The width of the bands and the data error bars show the systematic uncertainties of the
model and the statistical uncertainties of the data, respectively, each at the 1o confidence level.
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Extended Data Fig. 8. | Incoming Beam Ions. Charge identification of incoming beam ions measured event-wise using
the two BC counters in front of the target (BC1, BC2). Besides >C, the A/Z = 2 nuclei "N and '°O are mixed in the beam
with less intensity.
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Extended Data Fig. 9. | Kinematical Correlations in single-proton Knockout. Figures (a)-(c) show the inclusive
12C(p, 2p) channel, and (d)-(f) the exclusive channel, i.e. with tagging *'B. In both cases, the quasielastic peak (QE) and
inelastic (IE) events are visible, while ISI/FSI are reduced by the fragment tagging. Eventually, a selection in Emiss and in-

plane opening angle was chosen to select QE events, see Fig. 2. The distributions are not corrected for fragment-identification
efficiency.
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Extended Data Fig. 10. | Mean Field Missing Momentum Calculations. Missing-momentum distribution for
quasielastic 12C(p, 2p)11B events, as in Fig. 3 of the main text. The data are compared with single-proton knockout sim-
ulation based on momentum distributions from an eikonal calculation with and without including absorption effects in the
calculation and normalized to the same integral as the data. Both curves agree with the measured data and show only a small
difference. Data error bars show the statistical uncertainties of the data at the 1o confidence level.
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Supplementary Materials for: Unperturbed inverse kinematics nucleon knockout
measurements with a 48 GeV/c Carbon beam

1. BM@N Detector Configuration. The BM@N experimental setup at JINR allows to perform fixed-target
experiments with high-energy nuclear beams that are provided by the Nuclotron accelerator [47]. Our experiment was
designed such that in particular protons under large laboratory angles can be measured. That dictated a dedicated
upstream target position and modified setup as used for studies of baryonic matter, but using the same detectors [48].
The setup comprises a variety of detection systems to measure positions, times, and energy losses to eventually obtain
particle identification and determine their momenta. We are using scintillator detectors, multi-wire proportional
chambers, Silicon strip detectors, drift chambers, gas-electron multipliers, and resistive plate chambers as shown in
Fig. 1 and described in the following.

Beam Counters (BC): A set of scintillator counters, installed in the beam-line, based on a scintillator plate with
an air light guide read in by a PMT were used. Two counters (BC1 and BC2) were located before the target: BC1
was located at the beam entrance to the experimental area. It is a 15 cm in diameter and 3 mm thick scintillator
read out by a XP2020 Hamamatsu PMT. BC2 was located right in front of the target and provided the start time #.
This scintillator is of 4 cm x 6 cm x 0.091 cm size, and was tilted by 45° so that its effective area was around 4 cm x
4 cm. It was read out by a Photonis MCP-PMT PP03656. Two counters (BC3 and BC4), each read out by a XP2020
PMT, were located downstream the target to measure the total charge of the fragment particles in each event. BC3
was based on 10 cm x 10 cm x 0.29 cm scintillator, and the BC4 was 7 cm x 7 cm x 0.3 cm. A veto-counter with the
dimensions of 15 cm x 15 cm x 0.3 cm and a hole of 5 cm in diameter was located between BC2 and the target. It
was read out by an XP2020 PMT and was included in the reaction trigger to suppress the beam halo.

Multi-wire proportional chambers (MWPC): We used two pairs of MWPC chambers, one before and one
after the target for in-beam tracking [49]. Each chamber has six planes {X,U,V,X, U, V}. The X wires are aligned
in y direction, U and V planes are oriented +60° to X. The distance between wires within one plane is 2.5 mm, the
distance between neighboring planes is 1 cm. In total 2304 wires are read out. The active area of each chamber is
500 cm? (22 ¢cm x 22 cm). About 1 m separated the chambers in the first pair upstream the target and 1.5 m between
the chambers in the second pair downstream the target. The polar angle acceptance of the chambers downstream
the target is 1.46°. The efficiency of the MWPC pair in front of the target for particles with the charge of 6 is
(92.240.1)%. The efficiency of the MWPC pair after the target is (88.8+£0.7)% for ions with Z = 6, and (89.1+0.2)%
for ions with Z = 5.

Silicon trackers (Si): As additional tracking system, three Silicon planes [50] were located after the target. In
combination with the MWPCs after the target, an increased tracking efficiency is reached. The first and second Si
planes share the same housing. The first plane consists of four modules, the second plane has two modules, the third
plane has eight modules. Each module has 640 X-strips (vertical in y-direction) and 640 X’-strips (tilted 2.5° relative
to X strips). The first plane has smaller modules with 614 X’ strips and 640 X strips. The first two planes and the
third plane are separated by 109 cm. The angular acceptance of the Si detector system is 1.58°. The design resolution
of 1 mm for the y-coordinate and 50 pum for the z-coordinate was achieved in the experiment. The efficiency and
acceptance of the Si tracking system, determined for reconstructed MWPC tracks before the target, is (81.5 £ 0.7)%
for outgoing Z = 6 ions, and (82.6 = 0.7)% for Z = 5 isotopes.

Combined tracks were reconstructed using information from the MWPC pair after the target and the Si detectors.
The efficiency to find a Si track, and/or a track in the second pair of the MWPC, or a combined track is (97.7+0.2)%
for Z = 6 ions, and (97.9 + 0.3)% for Z = 5 isotopes evaluated for events with reconstructed tracks upstream the
target. For the fragment tracking additional matching conditions are required with downstream DCH tracks, as
explained below, which ensures additional good track selection.

Drift Chambers (DCH): Two large-area drift chambers, separated by 2 m, are located downstream the bending
magnet. These detectors are used for tracking the charged fragments in the forward direction. Together with the
upstream-tracking information of MWPC and Si in front of the magnet, the bending angle and thus the magnetic
rigidity of the ions is determined. Each chamber consists of eight coordinate planes, twice {X,Y, U, V}, where X wires
are perpendicular to the z-axis, Y wires are at 90° relative to X, and U and V are tilted by 4/ — 45°, respectively.
The distance between wires within one plane is 1 cm, in total 12,300 wires are read out. The spatial resolution, given
as residual resolution, for one plane (X, Y, U, or V) is around 200 pm (1c). It is obtained by the difference between
the measured hit and the position from the reconstructed track at that plane. The efficiency of around 98% (97%) for
each plane was estimated for the first (second) DCH based on the reconstructed matched track in the second (first)
DCH. A reconstructed track within one DCH chamber has at least 6 points.

Two-Arm Spectrometer (TAS): In order to detect light charged particles from the target, scattered to large
laboratory angles, the symmetric two-arm detection system around the beamline was constructed for this experiment.
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Each arm, placed horizontally at +/ — 29.5° (center) with respect to the beamline, was configured by the following
detectors along a 5 m flight length: scintillator — scintillator - GEM — RPC. Each arm holds one GEM (Gas-Electron
Multiplier) station at a distance of 2.3 m from the target. Each GEM station contained two GEM planes with the
dimensions of 66 cm (x) x 40 cm (y) each, placed on top of each other (centered at y = 0) to increase the overall
sensitive area to 66 cm x 80 cm. The spatial resolution of the GEM hit is 300 pym. Each RPC detector station,
located at the end of the two arms at a distance of 5 m from the target, has a sensitive area of 1.1 m x 1.2 m. Each
station consists of two gas boxes next to each other, each holds 5 multi-gap Resistive-Plate Chambers (RPCs) planes
inside [51]. Two neighboring planes within one box overlap by 5 cm in y direction. Each plane has 30 cm long 1.2 cm
wide horizontally aligned readout strips with a pitch of 1.25 cm. The measured x position is obtained by the time
difference measured between the ends of one strip. The resolution is 0.6 cm. Together with the position information
from the GEM, tracks are reconstructed along the arms and the time-of-flight information is taken from the RPC
system. The clustering algorithm was applied to the neighboring strips fired in the same event. In addition, each arm
was equipped with two trigger counters (TC), scintillator planes close to the target. The X planes consisted of two
scintillators with dimensions of 30 cm x 15 cm x 0.5 cm located vertically side by side and read out by a Hamamatsu
7724 PMT each. The distance between the target center and the X-counters was 42 cm. Each Y plane was a single
scintillator piece of 50 cm x 50 cm x 2 c¢m, read out by two ET9954KB PMTs. The distance between the target center
and the Y planes was 170 cm. Each arm covers a solid angle of 0.06 sr, limited by the RPC acceptance.

Data Acquisition System (DAQ) and Triggers: The DAQ performs readout of the front-end electronics of
the BM@N detectors event-by-event based on the information of the trigger system [52]. Timing information were
read out from DCH and RPC (two-edge time stamp) and processed by Time to Digital Converters (TDC) based on
HPTDC chip with typical accuracy of 20 ps for RPC and 60 ps for DCH. The amplitude information were read out
from coordinate detector systems of Si and GEMs and processed by Amplitude to Digital Converters (ADC). The last
30 us of waveforms were read back. The clock and time synchronization was performed using White Rabbit protocol.
As mentioned in the main text, the reaction trigger was set up requesting an incoming and outgoing ion in coincidence
with signals in the left and right arm trigger scintillator-counters (TC). Additional triggers are built from coincident
signals in the various scintillator detectors, suited for either calibration purposes or data taking. The trigger matrix
is shown in Table I, creating the so-called Beam trigger, and the physics triggers AndSRC and OrSRC. The input
signals are BC1, BC2, and no veto signal (IV-BC). The coincidence condition AndXY requires signals in all TCs in
the left and right arm, while OrXY takes the OR between the left and right arm of the spectrometer. The physics
data were taken requesting the AndSRC trigger at a rate of about 180 Hz as measured during a beam pulse duration,
allowing a livetime of close to 100%.

Supplementary Table I. | Trigger Matrix. Different coincidence triggers for collecting the data.
Trigger BC1 BC2 'V-BC AndXY OrXY

Beam X X X
AndSRC x X X X
OrSRC  x X X X

2. Fragment Momentum Calculation Trajectories of charged particles are bent in the large analyzer magnet
according to their magnetic rigidity, i.e. momentum-over-charge ratio Bp = P/Q. This allows to determine the
fragment total momenta.

For this purpose, simulations of the fragments, propagating in the magnetic field, were carried out using the
standard field map of the magnet. The corresponding materials of the beam-line detectors were also implemented in
the simulation. The simulated fragments were chosen to have the maximum possible position, angular and momentum
spread to cover the entire geometrical acceptance of the magnet and detectors. The output of the simulation is used
afterwards as a training sample for the multidimensional fit (MDF) algorithm [53] in the form of n-tuples which
hold positions and angles of the fragment trajectory upstream and downstream of the magnet: (zo, Yo, 20, s, @y) and
(1,91, 21, Bz, By) respectively. Performing MDEF over the training sample yields an analytical fit function P/zm¥ =
f(xo, Y0, 20, Az, 0y, 1,91, 21, Ba, By), which can be applied to the positions and angles measured in the experiment.

In a similar way, a second MDF function for o, angle was derived as o¥ = g(z¢, o, 20, Quy, &1, Y1, 21, Bz, By). This
function is used for the track-matching condition (a™# — a,)=min, which allows to determine whether the tracks in
upstream and downstream detection systems belong to the same global track through the magnet.

Having determined the two functions, % and P/Z™%  experimental data for the reference trajectory of unreacted
12( is used to adjust the input variables’ offsets, which reflect the alignment of the real detectors in the experimental
setup with respect to the magnetic field. This is achieved by variation of the offsets in the experimental input
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Supplementary Fig. 1. | Track Matching. (a) Correlation between a, angle measured upstream of the magnet and the
a™¥ reconstructed by the MDF for unreacted '2C beam . (b) Residual distribution a™¥ — o, fit with a Gaussian peak and
wider underlying contribution (“BG” as second order polynomial).

variables simultaneously for o4 and P/Z™% until the residual between P/Z™% and its reference value is minimal.
The reference value is chosen to be the P/Z of unreacted '2C at the exit of the liquid-hydrogen target. Using
this approach a total-momentum resolution of 0.78 GeV/c for 12C is achieved, as estimated with the empty target
data, consistent with the resolution limits of the detection systems, see Fig. 2. The same momentum resolution was
obtained for unreacted 2C events, analyzed under the same conditions but with LH; target inserted. A width of
o = 0.78 GeV/c was measured with a reduced beam momentum of 47.6 GeV/c due to energy loss in the target and
additionally straggling. The achieved momentum accuracy is evaluated to be 0.2%.

Fig. 1 shows the performance of the second MDF function for «,. A global track is constructed when the recon-
structed o™ falls within the 50 gate indicated. In the analysis, only events with one global track, which combines
the up- and downstream detectors, are considered (if not stated differently). To ensure that real detected single-track
events are selected, a matching between the upstream and DCH angle in y direction is applied together with the
above explained x-angle matching, also in a 50 selection from their residual. Additionally, a single track in the DCH,
the one reconstructed track from DCH1 and DCH2, is required. In case of !B and '°B only single charged-particle
tracks are of interest. At this point we do not fully exploit the multi-track capability of this approach.

The fragment tracking efficiency is (39.53:5)%, obtained for an empty target run and given with respect to the
incoming and outgoing Z = 6 ion. This tracking efficiency includes the involved detector efficiencies, as well as the
reconstruction and matching efficiency of good single tracks. We define the tracking efficiency for 2C as ratio of
events, incoming carbon '2Cj, vs. carbon downstream the target '2C,y;, with

) _ #12Con  #(Good track)&(Zi, = 6)&(Zeg = 6)
track — #1zcin - #(Zin = 6)&(Zeff = 6) )

(1)

where a ”good track” is defined by
e Tracks in one of the upstream detector systems and in DCH.

e Exactly one reconstructed matched global track based on the combined information from upstream detectors
and DCH as explained above.

e A “good” P/Z value: for 12C,y the P/Z value is expected to be centered around 7.98 GeV/c (for beam
momentum of 47.9 GeV/c), cf. Fig. 2. The number of 2C events corresponds to the integral in a +2.20
range of P/Z, as applied on average for the fragment selection. The uncertainty to the tracking efficiency is
determined from a (2.2 £ 0.45)0 range which reflects the range in P/Z selection for the different fragments of
interest. In addition, we consider a systematic uncertainty coming from possible remaining wide tails in the
P/Z distribution described by a second order polynomial. The signal-to-noise ratio is 10.0. That contribution
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Supplementary Fig. 2. | Fragment-Momentum Resolution. Total momentum for 12C measured with empty target,

fitted with a Gaussian and possible underlying contribution (“BG”). The signal-to-noise ratio S/N is 10.0.

creates an asymmetric uncertainty in the efficiency, considered on the 20 level (cf. Fig. 2). This systematic
uncertainty is considered in the same way for the quasielastic event yield, fitting the P/Z for the different charge
selections.

Table II lists the different contributions to the extracted efficiency.

Supplementary Table II. The different contributions to the tracking efficiency.

| Good track [etmck(%)‘
Zin =6, Zeg =6 100
Upstream track 98
DCH track 93
Upstream and DCH tracks 91
Global track 70
Good P/Z 40

The tracking efficiency is reduced from 91% to 70% due to the MDF algorithm with the applied matching criteria
in x angle and a reconstructed single global track. That event sample is further cleaned up requiring a single track in
the DCH itself, and additional angular matching condition in the y direction (non-bending direction). See discussion
above. Together with with our analysis selection cuts of a good P/Z, the efficiency equals 40%. The reaction
probability from in-beam material downstream the target was estimated to be smaller 5% and thus only contributes
a small fraction fragment misidentification. We estimated the uncertainty for B isotopes and '°Be identification using
the experimental data. We looked at the fraction of 1'19B (1°Be) from events with Zeg = 5 (Zeg = 4). Zeg = b are
dominated by ''B or °B. We varied the fragment identification cuts to check the sensitivity of this fraction. This
resulted in a very similar uncertainty to the '2C, and therefore we adapt the same uncertainty. Z.q = 4 events are
associated with several Be isotopes, or a combination of lighter fragments. In this case, to evaluate the uncertainty,
we looked at the fraction of '°Be from events with Z.g = 4, and changed the identification cuts to evaluate the
sensitivity. This resulted in ~ 15% difference (as opposed to 5% for C and B). Therefore, for 1°Be, we consider
€track = (39.5728)%. For the overall fragment identification efficiency an additional (83 + 6)% efficiency for the
measurement of the outgoing charge in BC3 and BC4 needs to be added.

3. Reaction-Vertex Reconstruction The reaction vertex is reconstructed whenever one track is reconstructed in
each arm of the TAS. This requires at least one hit in the GEM and RPC systems to form a linear track in each arm.
We consider only single-track options from the hit combinations. The coincident two tracks that come closest, formed
from all possible hit combinations, determine the vertex position along the beamline in the z direction. Alignment
procedures within the GEM-RPC system, the left and right arm, as well as relative to the incoming beam are applied.
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Supplementary Fig. 3. | TAS Results. Vertex in z direction for 3 Pb foils at the target position to determine the position
resolution of the vertex reconstruction. The position resolution is 1.8 cm (10), the fit is shown by the red line (plus background).
The dashed black lines indicate the absolute position alignment at z = +15 cm and zero.
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Supplementary Fig. 4. | TAS Results. (a) Result of RPC ToF calibration, v peak arising in subtracted spectrum for Pb
target runs with and without Pb sheets directly in front of RPC. The extracted ToF resolution is 175 ps (18,0). (b) Basic
velocity condition to select protons, the velocity cut in the left and right arm are indicated by the red lines.

No particular reaction channel for absolute calibration purposes is available, therefore the detector positioning relies on
a laser-based measurement, and the alignment relative to the other detector systems and the beam using experimental
data. The quality of the tracks is selected according to their minimum distance, a selection criteria of better than
4 cm is applied in this analysis. Given the smaller angular coverage of the RPC system compared to the GEMs and
detector inefficiencies, the track reconstruction efficiency is 40%, with an RPC detection efficiency of about 85%.

The position resolution in z was determined by placing three Pb foils separated by 15 cm at the target position.
The reconstructed vertex position is shown in Fig. 3, clearly three distinct peaks at a distance of 15 cm representing
the Pb foils are reproduced. Given the width of each peak, the z-position resolution from the two-arm spectrometer
is on average 1.8 cm (1o). Knowing the vertex and the position in the RPC, the flight length is determined.

4. ToF Calibration and proton momentum reconstruction resolution. The time-of-flight (ToF) calibration
for the RPC is done by measuring gamma rays emitted from interactions with a single-foil Pb target. A 9 mm thick
single Pb target was installed at the center position of the LHy target. In addition, a thin lead sheet was placed
directly in front of the RPCs to convert gammas to charged particles. Measurements were done with and without
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the RPC lead sheet and the difference in the measured ToF spectrum for the two measurements was used to isolate
gamma rays events. The subtracted ToF spectrum is shown in Fig. 4a, presenting a total ToF resolution (including
the to resolution) of 175 ps. Together with the time-of-flight that is measured between the start counter BC2 and the
RPC, the total proton momentum can be determined. For a 2 GeV /c proton this corresponds to AToF/ToF ~ 0.95%
which translates into a total-momentum resolution of 5.3% in the laboratory system and ~ 60 MeV /c for the missing

momentum from the two protons in the 2C rest frame.

Fig. 4b shows the g distribution of measured charged particles in the TAS with the initial velocity selection cut of
0.8 < 8 < 0.96 applied for each particle shown as a red square.
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