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Tasks

* Developers

- development, testing and debugging various apps in various
environments

e System administrators

- testing and studying specifics of installation and operation of new
apps or testing updates

e Users

- Installing and using apps for their daily work



JINR Cloud structure
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OpenNebula 4.6.2 by C12G Labs.
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Implementation

OpenNebula

Two types of virtualization:

- OpenVZ (OS-level virtualization),

- KVM (full virtualization)

Two types of cluster nodes:

- servers with two mirrored disk drives for highly reliable VMs

- servers with a single disk for educational, research or test VMs
Cloud access:

- Sunstone web interface

- command-line interface

VMs access:

— public IP addresses,
- {rsa,dsa}-keys,

- password
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Service development directions

» Test, educational and research tasks as part of participation in
various projects

e Systems and services deployment with high reliability and
availability requirements

* Increasing computing capabilities of the grid-infrustructures
during peak loads



Profit

Efficient instrument to manage services and servers
Better hardware utilization
Services and servers higher reliability

Reduced proprietary apps owning cost by giving multiple users
access to a single installation

Ability to extend computing power of grid-infrustructures by
means of cloud resources



Current work and plans

Process the feedback
Deploy support web portal and mailing list
Re-design Sunstone interface to improve end-users' experience

Implement authentication to the VMs using Kerberos



Team

Nikita Balashov

- OpenNebula extensions development and support
- User support

Alexandr Baranov

- Cloud administration, OpenVZ driver testing

- User support

Nikolay Kutovskiy

- Project coordination

- User support

Roman Semenov

- Administration

- User support
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