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Cluj-Napoca - Romania

Cluj in 1617  - Bird’s eye view by 
Georg Houfnagel after a  painting by 
Egidius van der Rye.

The city center - air view 
from south-west (1930)
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NIRDIMT, Cluj-Napoca

Research Departments

 Isotopes separation and labeled compoundsIsotopes separation and labeled compounds

 Mass spectrometry, chromatography and ion physicsMass spectrometry, chromatography and ion physics
 HighHigh--Tech Engineering in ATLAS experiment at LHC Tech Engineering in ATLAS experiment at LHC CernCern

Geneva (team4)Geneva (team4)

 Molecular and Molecular and BiomolecularBiomolecular physicsphysics
 Numerical ModelingNumerical Modeling

 Structural Analysis in SolidsStructural Analysis in Solids

 SelfSelf--Assembled Molecular and Assembled Molecular and BiomolecularBiomolecular SystemsSystems

 Physics of multifunctional Physics of multifunctional nanonano--structured systemsstructured systems

http://itimhttp://itim--cj.ro/brosura2013/encj.ro/brosura2013/en//
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Data Center

 RORO--1414--ITIM Grid siteITIM Grid site

 IBM IBM iDataPlexiDataPlex HPC clusterHPC cluster
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Datacenter Logical Map
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RO-LCG and RO-14-ITIM

RO-LCG 

 is a consortium of five institutions which represents the Romanian contribution to the WLCG collaboration.

 was created in March 2006, when the WLCG Memorandum of Understanding was signed.

 is funded through R&D projects by the Romanian National Authority for Scientific Research.

 hosts and operates most of the national Grid resources, providing 98% of the Romanian Grid production.

http://grid.itimhttp://grid.itim--cj.rocj.ro
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 LHC VO distribution of Normalised CPU time (kSI2K) grouped by SITE and VO
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GRID Site - RO-14-ITIM

 OnOn--line CPUs: line CPUs: 440 cores440 cores

 Hewlett Packard Blade C7000 with 16 Proliant BL280c G6 

2 Intel Quad-core Xeon x5570 @ 2.93 GHz, 16 Gb RAM, 500 Gb HDD

 Storage capacity: Storage capacity: 57 TB57 TB
 Virtual Organization (Virtual Organization (ATLAS, ops, ATLAS, ops, voitimvoitim))
 Operation system Scientific Linux 6.4 x86Operation system Scientific Linux 6.4 x86--6464
 As Middleware we use EMI v3As Middleware we use EMI v3
 Network Link: Network Link: RoEduNetRoEduNet 10 GB from 201110 GB from 2011
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iDataPlex Cluster

IBM dx360 M4

 64  Intel Xeon Eight-Core CPU E5-2665 @ 2.40GHz

 4  Intel Xeon Eight-Core CPU E5-2670 @ 2.60GHz

 2  nVIDIA Tesla M2090 GPUs

 64 GB / node

 Mellanox Infiniband FDR (56GB/s)

 Storage 14 TB GPFS

 Red Hat Enterprise Linux Server release 6.3 (Santiago)

 Batch system: IBM Platform LSF 8.3
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 Quantum Chemistry & MD codes

 AMBER

 CPMD, CP2K

 GAMESS

 Gaussian

 GROMACS

 LAMMPS

 MOLPRO

 NAMD

 DFTB+

 Siesta

 CRYSTAL

 Quantum Espresso

 VASP

 Accelrys Materials Studio
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Monitoring and Protection System

 Temperature (20 - 23 °C)

 Humidity

 Fluid detector

 Smoke detector

UPS APC Symetra 160 kVA Power generator 275 kW
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Financial Resources

 Fund through National Authority for Science Research (ANCS)Fund through National Authority for Science Research (ANCS)
 PN2PN2--CapacitiesCapacities--M3 CERN / CONDEGRID: National contribution to the M3 CERN / CONDEGRID: National contribution to the 

development of the LCG computing grid for elementary particle phdevelopment of the LCG computing grid for elementary particle physics ysics 
(12EU/2009)(12EU/2009)

 Continuing the 15 EUContinuing the 15 EU / 2009/ 2009--20142014
 Cooperation programCooperation program ""HulubeiHulubei--MeshcheryakovMeshcheryakov““ together with the together with the 

Laboratory  of Information Technologies at JINR Laboratory  of Information Technologies at JINR ––DubnaDubna 20102010--20142014
 POSPOS--CCE 192CCE 192, , Improving the capacity and reliability of INCDTIM GRID center Improving the capacity and reliability of INCDTIM GRID center 

for integration in international networks (INGRID)for integration in international networks (INGRID)
 POSPOS--CCE 536CCE 536, Axis 2, operation 2.1.2, Axis 2, operation 2.1.2
 PNPN--IIII--RURU--TETE--20112011--33--0124 0124 : : „„Dynamics of Molecular Excited States in Dynamics of Molecular Excited States in 

interaction with coherent pulsed radiationinteraction with coherent pulsed radiation””
 PNPN--IIII--RURU--TETE--20112011--33--00850085: : „„FirstFirst--principles Modeling of SrTiOprinciples Modeling of SrTiO33 Based Oxides Based Oxides 

for Thermoelectric Applicationsfor Thermoelectric Applications””
 PNPN--IIII--KAI2.2KAI2.2-- O2.2.1O2.2.1--2PM/20082PM/2008:: Molecular and Molecular and BiomolecularBiomolecular Physics Physics 

Department Upgrading Department Upgrading -- MDFMOLBIOMDFMOLBIO
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Applications in our laboratory

 FirstFirst--principles Modeling of SrTiOprinciples Modeling of SrTiO33 Based Oxides for Thermoelectric ApplicationsBased Oxides for Thermoelectric Applications

 Density Functional Theory (DFT) Study of Density Functional Theory (DFT) Study of TrioxotrianguleneTrioxotriangulene derivatives in bulk derivatives in bulk 
state, state, NanoElectronicsNanoElectronics

 TimeTime--Dependent DFT study of Dependent DFT study of tautomerismtautomerism and proton transfer in and proton transfer in photoionizedphotoionized
speciesspecies

 Crystalline structural investigation of Polymorphic CompoundsCrystalline structural investigation of Polymorphic Compounds

 Modeling of XUV and soft XModeling of XUV and soft X--ray production through highray production through high--harmonic generation in harmonic generation in 
atomic and molecular gasesatomic and molecular gases

 HumanHuman AquaporinAquaporin & H& H--RasRas Peptide Peptide NanoclustersNanoclusters Molecular Dynamics SimulationsMolecular Dynamics Simulations

 Macromolecular and Macromolecular and BiomolecularBiomolecular associationsassociations

 Satellite Imagery Processing Algorithms Satellite Imagery Processing Algorithms -- see the talk of Prof. see the talk of Prof. GhGh. Adam on . Adam on 
ThursdayThursday
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The story of a serendipitous discovery1

α-cyclodextrine, αCD: 
the association of 6 glucose units: (C6O5H10)6

4-methylpyridine, 4MP: 
C6NH7

…..and a bit of water

1 M. Plazanet, C. Floare, M. R. Johnson, R. Schweins, H. P. Tommsdorff, Freezing on heating of liquid solutions, J. Chem. Phys., 121(11), 
5031 (2004), ILL Annual Report 2004, 54-55 and the papers which followed.
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Concentration, αCD[g]/4MP
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A movie by A. Filhol, Laue-Langevin Institute

Azobenzene
: melts at 
66oC

CD-4MP : 
freezes at 
66oC

http://www.ill.eu/about/movies/experiments/in16http://www.ill.eu/about/movies/experiments/in16--aa--liquidliquid--paradoxparadox

13/37



The 6th International Conference "Distributed Computing and Grid-technologies in Science and Education, 2014, Dubna, Russia

Solubility of CD in 4MP
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How we can rationalize these surprising observations?

As temperature increases, entropy must increase, how is this 
compatible with the observation that crystalline order is 
established and that molecular motions are slowed down?

Characterize the changes of the structure and of the molecular 
dynamics by: 

 elastic and inelastic neutron scatteringelastic and inelastic neutron scattering

 neutron and Xneutron and X--ray diffraction, ray diffraction, 

 lowlow--field NMR andfield NMR and

 molecular dynamics simulationsmolecular dynamics simulations
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NEUTRON SCATTERING AT
THE INSTITUTE
LAUE-LANGEVIN (ILL)

X-ray SCATTERING AT
ESRF
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Instruments Used
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Results obtained on IN10 and IN5

a) Hysteresis-like fixed window (elastic) scan, IN10, ILL; b) Quasi-elastic neutron spectra, IN5, ILL
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Model system studied initially

 one -CD molecule
 50 molecules of 4MP 826 826 atomatomss

 A periodic box with the dimensions A periodic box with the dimensions 2424ÅÅ×× 2424ÅÅ×× 2424ÅÅ, , containingcontaining::

 2004 2004 -- NPT molecular dynamics simulations using NPT molecular dynamics simulations using AccelrysAccelrys CERIUSCERIUS22 v4.6 with v4.6 with 
COMPASS COMPASS forcefieldforcefield running on different SGI workstationrunning on different SGI workstation
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A more appropriate description

2011-2013

 20 aCD molecules
 1120 molecules of 4MP
 240 water molecules
 NPT ensemble MD using AMBER
 (60 ÅÅ)3 box
 match the experimental molecular ratio 

(200 mg aCD per ml 4MP)

18920 18920 atomatomss

 speed of 0.22ns/day (1 core), 0.39ns/day (2 cores) 
and 0.69/day (4 cores)

 22ns/day when using 256 cores, on a system 
containing around 23500 atoms an AMBER 
benchmark on IBM SP5 cluster (IBM p575 Power 5, 
bassi.nersc.gov, 118 8-cpu nodes, 1.9 GHz Power 
5+ cpu, 2 MB L2 cache, 36 MB L3 cache, 32 GB 
memory per node) 

 ~24ns/day running on 2Tesla M2070 GPUs on a 
single node of CINECA PLX cluster
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Analysis

 100 ns NPT trajectories at 8 different temperatures 

 PLUMED plugin implemented in GROMACS was used 
to compute the cyclodextrin coordination number

We continue with:

 Hydrogen-bond dynamics and cluster formation 
analysis

 (Generalized) Correlation coefficients 

 Optimize the force fields using force-matching method

 We need to simulate a bigger system

This study has been performed under the  This study has been performed under the  
HPCHPC--Europa2 Europa2 projectproject (project number: 
228398) at SISSASISSA and and CINECACINECA,, Italy.Italy.

Cyclodextrin coordination number along the 100 ns 
trajectories at all simulated temperatures

21/37

http://bit.ly/cfloaremdfreezing
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Actual system

 500 -CD molecules
 28000 molecules of 4MP
 6000 water molecules
 ~(170 ÅÅ)3 box
 Improved forcefield description

479000 479000 atomatomss
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Million atoms simulation

Amber GPU performance compared  with  
that on Kracken@ORNL
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Membrane Fusion
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All atom HIV Capsid Simulation

Up to 64M atoms on Blue Waters, VMD “Quick Surf” Representation, Ray Tracing
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http://www.ks.uiuc.edu/Research/vmd/http://www.ncsa.illinois.edu/enabling/bluewaters
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Running AMBER on GRID

The outcome of the negotiation was that we were allowed to deploy Amber on 
the grid under the following conditions*: 

 Each cluster deploying Amber had to have at least one license.

 Grid users allowed to use Amber had to come from one of the laboratories 
owning an Amber license.

 Grid users allowed to use Amber under the conditions described above could 
deploy their computations on all the grid clusters.

•Vincent Breton, Doman Kim, and Giulio Rastelli, WISDOM: A Grid-Enabled Drug Discovery Initiative against Malaria, in Grid Computing: 
Infrastructure, Service and Applications, Di Lizhe Wang,Wei Jie,Jinjun Chen, pp. 373

GiulioGiulio RastelliRastelli and col. from University of Modena deployed initially AMBER on GRID.

Contacts were established with the institution distributing Amber regarding the 
license policy on the grid.

26/37

I. Bertini et al., A Grid-enabled web portal 
for NMR structure refinement with AMBER, 
Bioinformatics, 27(17), 2348 (2011)

https://www.wenmr.eu/wenmr/resources/service/amberhttps://www.wenmr.eu/wenmr/resources/service/amber--webweb--portalportal
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To know more about it

 Freezing on heating of liquid solutions, M. Plazanet, C. 
Floare, M.R. Johnson, R. Schweins, H.P. Trommsdorff, J. 
Chem. Phys. 121 (2004) 5031

 J. Chem. Phys. 125 (2005) 154504

 Chem. Phys. 317 (2006) 153

 Chem. Phys. 331 (2006) 35

 J. Phys. Cond. Mat. 19 (2007) 205108

 Phys. Chem. Chem. Phys. 12 (2010) 7026
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Other references

 PhysicsWeb, 24/09/2004

 Science News, 16/10/2004

 Physics World, 11/2004

 ILL bulletin, 11/2004
 http://bit.ly/cfloareILL2004

 Science et avenir, 12/2004

 Science et vie, 01/2005

 Geo Magasin, german edition, 01/2005

 http://www.scienceinschool.org/repository/docs/defying.pdf
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Future Architectures - Adapteva Parallella

 Claimed to be the world most efficient computer

 Epiphany III - 16 RISC cores, 32 GFLOSP peak performance

 Epiphany IV - 64 RISC cores, 100 GFLOSP peak performance

 less than 2W max power

 Scalable to 4096 cores on a single chip

 70 GFLOPS/W in 28 nm LP process

 Starting at 99$

http://www.parallella.orghttp://www.adapteva.com

A 42-node cluster of Parallella-16 
boards from Adapteva
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Yocto Project

 It's not an embedded Linux distribution – it creates a custom one for you

 The Yocto Project is an open source collaboration project that provides 
templates, tools and methods to help you create custom Linux-based 
systems for embedded products regardless of the hardware architecture

http://www.yoctoproject.com http://www.architechboards.org

Silica Architech Tibidado Board

 Freescale i.MX 6Quad - 4 x ARM Cortex-A9 @ 1.2 GHz per core, 1 MB L2 cache

 GPU 3D graphics: Vivante GC2000; 2D graphics engines: GC355 (Vector), GC320 (Composition)

 2GB DDR3 RAM …
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Andrew Feldman, GM and corpo-
rate VP at AMD, Jun. 2013: 

The data center is changing and 
ARM will be the compute
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Intel To Offer Custom Xeons With Embedded FPGAs

“To ensure that ARM or other alternative architectures don’t 
gain ground in the data center, Intel is launching a 
customizable chip that marries its Xeon CPUs with an 
FPGA.”, Gigaom Structure conference, Jun. 18, 2014

 Intel will build a customizable and programmable CPU 
that combines an Intel processor and a programmable 
chip from an undisclosed partner. Will be Altera or 
Achronix ? Altera is a safe bet.

Diane Bryant, SVP and General Manger of 
Intel’s data center group & Tom Krazit
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Intel is going to start embedding custom FPGAs into its own CPU silicon

 “using FPGAs to accelerate certain specific types of workloads, 
Intel Xeon customers can reap higher performance for critical 
functions without translating the majority of their code to OpenCL
or bothering to update it for GPGPU.”, HotHardware

 Probably they are already used by Microsoft in Project Catapult
to process Bing queries at a faster rate, Doug Burger, Wired

http://www.wired.com/2014/06/microsoft-fpga/

http://bit.ly/IntelCustomizableChip
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A great tool for developers

 Vagrant is an amazing tool for managing virtual machines via a 
simple to use command line interface. With a simple vagrant up
you can be working in a clean environment based on a standard 
template. 
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http://vagrantup.com http://vagrantbox.es
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Grid Training Tool

 Gridseed – A Virtual Training Grid Infrastructure

 a fully fledged Grid infrastructure based on the gLite middleware

 developed to easily deploy a training grid infrastructure 

 consists of VirtualBox virtual machines, each of them running one or more 
gLite services

 unfortunately not updated, last version 1.6.2 (13th December 2010)

and other tools:

 Milu (Miramare Interoperable Lite User Interface) a tool to set up easily 
an UI on (almost) any machine 

(https://eforge.escience-lab.org/gf/project/milu/)

 EPICO – eLab Procedure for Installation and Configuration 

(http://epico.escience-lab.org/)

 BEMuSE: Bias-Exchange Metadynamics Submission Environment 

(https://euindia.ictp.it/bemuse/)
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Thank you for your attention


