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ALICE GRID 
53 in Europe 
(9  Russian)

2 in Africa
1 operational
1 future

10 in Aisa
8 operational
2 future

2 in South 
America
1 operational
1 future

8 in North America
4 operational
4 future + 1 past



Alice computing updates
● Update SE: xrootd v.4 and EOS on new SEs
● Monitoring update
● Software distribution: torrent to CVMFS
● Long-term data preservation 
● Preparations for the ALICE upgrades in 

Run3



Storage 2014-2015
All sites: migrate to xrootd.4 (IP v6 support)

New SEs , O/R,: EOS (multiple storage types, 
multiple protocol types, RAIN, Self-healing, web 
interface, cli tools, etc…)



Current EOS deployment

http://alimonitor.cern.ch



Monitoring system (MonAlisa)

xrootd transfer

Transfer requests

● Site status dashboard
● Users home dir 
● CVMFS monitoring
● Remote access to analysis jobs
● etc



CVMFS

CernVM File System (CernVM-FS)
is a network file system based on HTTP and optimized to deliver 
experiment software in a fast, scalable, and reliable way. Files and 
file metadata are aggressively cached and downloaded on demand. 
Thereby the CernVM-FS decouples the life cycle management of the 
application software releases from the operating system. CernVM-FS 
is included in CernVM, however it can also be used outside CernVM. 

http://cernvm.cern.ch/portal/filesystem



Long Term Data Preservation

• Cernvm 3 can use any version of the OS from the past



Micro CernVM for LTDP
mCernVM has small (~12 MB) image, 
with CernVM-FS module and 
contextualisation file with version of OS 
and Packages.

All versions will always be available via 
CVMFS which uses plain HTTP
In 20 years from now we will be able to 
run an entire Release Validation Cluster 
with the same conditions of today



CernVM/FS central point of the future ALICE IT 
infrastructure
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Russian sites in the ALICE computing 
update

● Tier 1  - RRC-KIAE-T1 !!!!
● CVMFS - all sites in 2013 
● EOS -  RRC-KIAE-T1, SPbSU, MEPHI (?)
● Adopting CLoudStack to run mCernVM 

based elastic clusters -   SPbSU.



Russian sites in ALICE production



Alice plans for run 3

Predrag Buncic

In order to reduce complexity national or 
regional T1/T2 center could transform 
themselves into Cloud regions
 
providing laaS and reliable data services 
with very good network between the sites, 
dedicated links to T0



Thank you!


