DIRAC Services for EGI

ODIRAC

THE INTERWARE

A. Tsaregorodtsey,
CPPM-IN2P3-CNRS

Grid 2014, Dubna, 1 July 2014




ODIRAC Plan

THE INTERWARE

DIRAC Project

DIRAC as a Service
DIRAC Service for EGI
Conclusions




A

TR

T Data flow to permanent storage: 4-6 GB/sec » _
CERN Computer Centre

el o€ -

)
b 4

4

L ﬂ-_# .
e ] .

.“ = 2 22
e - ;
™ -

v é.._*‘ ————— — et

ATLAS ~ 320 MBlsec .

—"'" -1,

ALICE

lUUlllUlleﬁb

200-400 MB/sec
LHCDb ~ SUWISiSel s

1-2 GB/sec
CMS ~"220 LIS



ODlRAC Massive computations: HEP

THE INTERWARE

» LHC experiments pioneered the massive use of
computational grids

|Os of PBytes of data per year
| 00s of thousands CPUs in 100s of centers
|0s GB/sec network transfers

| 00s of users from 100s of institutions

» Other domains are catching up quicRly with the
HEI? experiments

Life sciences, earth sciences, astrophysics, social sciences, etc



ODlRAC Massive computations

THE INTERWARE

» The computing expertise level in non-HEP scientific domains is
relatively lower

Grouped around well known applications and scientific portals
Moving existing applications to run in distributed environments is still difficult

» Convenient tools for small research groups with no local gurus are
clearly needed

» All LHC experiments developed their own middleware

PanDA, AliEn, glideln WMS, PhEDEX, DIRAC, ...
WMS with pilot jobs, intelligent data management, software distribution, ...

» Experience of the LHC experiments in using distributed computing
infrastructures should now be made available for non-LHC user
communities



ODlRAC Interware

THE INTERWARE

» DIRAC has all the necessary components to build
ad-hoc grid infrastructures interconnecting
computing resources of different types, allowing
interoperability and simplifying interfaces. This
allows to speak about the DIRAC interware.
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Towards general

O DIRAC purpose middleware

THE INTERWARE

» Several new experiments expressed interest in using this
software relying on its proven functionality

» In 2009 the core DIRAC development team decided to
generalize the software to make it suitable for any user

community.
Separate LHCDb specific functionality into a set of extensions
Introduce new services to make it a complete solution

Support for multiple small groups by a single DIRAC
installation

General refurbishing of the code, code management,
deployment, documentation, etc

» This work made it possible to offer general-purpose DIRAC
services to any scientific community
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O DIRAC Community installations

THE INTERWARE

» LHCDb stays the most important client of the DIRAC system

Using DIRAC for all the computing tasks:
% WMS, DMS, Data Production Management, Accounting, etc

» Belle |l
. . . Running jobs by FinalMajorStatus
ComblnatIOn Of the non-gnd, 33 Weeks from Week 04 of 2013 to Week 38 of 2013
grid sites and (commercial)
clouds is a requirement e First Secolg
Campaign Campaign
2 GB/s, 40 PB of datain 2019 ™|

&y > Belle Il grid resources

Belle I WLCG, OSG grids
KEK Computing Center
Amazon EC2 cloud

0
- - " x od e o~ 2 Feb2013  Mar2013 = Apr2013 May 2013 n2013  Jul2013 Aug 2013 Sep 2013
I rst p ro u Ct I O n ru n I S O n e Max: 3,413, Average: 461, Current: 0.16
ne 14.0¢ led 11.7% W Rescheduled 0.2%

Output data
upload recovery

Thomas Kuhr, Belle 11



O DIRAC Community installations

THE INTERWARE

» ILC/CLIC detector Collaboration, Calice VO

:Ip MC simulations
HHU DIRAC File Catalog was developed to meet the ILC/CLIC
requirements

» BES III, IHEP, China

Using DIRAC DMS: File Replica and Metadata Catalog, Transfer
services

Dataset management developed for the needs of BES Il

Experiment

BESIII

t » CTA
c a CTA started as France-Grilles DIRAC service customer
s Now is using a dedicated installation at PIC, Barcelona

Using complex workflows

» DIRAC evaluations by other experiments
Fermi-LAT, LSST, Auger, TREND, Daya Bay, Geant4, ...

Evaluations can be done with general purpose DIRAC services
10
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DIRAC as a Service



ODIRAC DIRAC as a service

THE INTERWARE

» DIRAC client is easy to install
Part of a usual tutorial

» DIRAC services are easy to install but
Needs dedicated hardware for hosting
Configuration, maintenance needs expert manpower
Monitoring computing resources is a tedious every-day task

» Small user communities can not afford maintaining
dedicated DIRAC services

Still need easy access to computing resources

» Large grid infrastructures can provide DIRAC services for
their users.

12



ODIRAC France-Grid DIRAC service

THE INTERWARE

» Several regional and
university campus FRHNCE
installations in France (=I9I | =E&

L= | I g | ] S =—p—

Complex maintenance

» Joint effort to provide
France-Grid DIRAC oCNZP3
service =

Lyon, T1 center

Hosted by the CC/IN2P3, =) Ko

Project
6 virtual servers, MySQL Coordination
iribu
. . . LUPM DIRAC Project
Distributed team of service SF
ad min IStratO I'S Administration SO LI

5 participating universities

http://dirac.france-grilles.fr

13



ODIRAC FG-DIRAC users

THE INTERWARE

» France-Grilles users
15 VOs, ~100 registered users

astro, auger, biomed, esr, euasia, gilda, glast.org, prod.vo.eu-eela.eu,
vo.cta.in2p3.fr, vo.formation.idgrilles.fr, vo.france-asia.org, vo.france-

grilles.fr, vo.msfg.fr, vo.mcia.fr
Total Number of Jobs by UserGroup

r'o bot u Se r's 68 Weeks from Week 18 of 2012 to Week 34 of 2013
VIP/GatelLab Biomed

Science Gateway

More VO’s and users can be
added as necessary .
In production since May 2012
>10 millions jobs went through LB B

14

the system

Mostly biomed applications



0 DIRAC Other national services

THE INTERWARE

» GISELA Latin American grid

In production since 2010

Since 2012 GISELA DIRAC services are provided by France-Grid
» Ibergrid Spanish/Portugal NGl

Magic, Gaussian experiments, ...
» DIRAC services in an evaluation/start-up phase

GridPP, DIRAC installation in Imperial College
NAG62, T2K, LondonGirid, ...

|GI, CNAF
CNGrid, IHEP, Beijing
BOINC, ex-GOS sites, IHEP supercomputing centre
TREND, Daya Bay Neutrino Experiment @g

» ILC/CLIC+CALICE multi-VO installation at CERN
Considering GEANT4 VO to join this service

» More projects in testing and/or discussion:
Ukraine, Russia, ...

15
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ODIRAC DIRAC4EGI Service

THE INTERWARE

» The DIRACA4EGI service is largely inspired by the
success of the FG-DIRAC Project

Built following similar principles
Joint project of several NGlI’s

» The DIRAC4EGI is operated by the EGl.eu Project

Overall coordination, negotiations with the client VO’s
» Maintenance and administration coordinated by
France-Grilles
Operations shifts, training of administrators
User support
Documentation, wiki space, etc
» Team of administrators from institutions in France,
[Poland, ltaly, etc.

|7



ODIRAC DIRAC4EGI

THE INTERWARE

» The services are hosted
by CYFRONET, KrakRow

4 virtual servers

dirac2
2x cores, 2 GB

Special choice of
powerful hardware

>

MySQL DB services A J

( regular backups ) n f

| TB DIRAC Storage s
Sandboxes, DIRAC SE

Web portal https:/Idirac.egi.eu

dirac3 MySQL
4x cores, 4 GB 16x cores, 16 GB

dirac4
4x cores, 4 GB

1TB Sandbox



ODIRAC DIRAC4EGI

THE INTERWARE

» The service was launched in February 2014 in a
prototype mode

First VO enmr.eu, WeNMR Haddock application
Setting up the services, describing resources and users

» Starting from May 2014 the service is in production
Reported in the EGI CF:

More users to come

» Currently serving VOs
enmr.eu, vlemed, biomed
More to come
» Main contact points
dirac@mailman,egi,eu
for operations



ODIRAC WeNMR pilot DIRAC4EGI case

THE INTERWARE

home >> HADDO

Haddock HADDOCK -
web portal WeNMR GRID-enabE(

WeNMR h

WELCOME TO THE WENMR WEB PORTAL >> PROFILE >>

HADDOCK (High Ambiguity Driven protein-protein DOCKing) is an

information-driven flexible docking approach for the modeling of f
biomolecular complexes. HADDOCK distinguishes itself from ab-initio W". \ o n m r
docking methods in the fact that it encodes information from ‘5)'

identified or predicted protein interfaces in ambiguous interaction

restraints (AIRs) to drive the docking process. HADDOCK can deal

with a large class of modeling problems including protein-protein, 3
protein-nucleic acids and protein-ligand complexes. e infrastructure
More information about HADDOCK can be found on the HADDOCK
website

SERVICES

HADDOCK WEBSERVER

To use the HADDOCK eNMR GRID-enabled docking server you must:
* have registered for a GRID-enabled HADDOCK account
e have registered with the eNMR grid infrastructure.

Note: registration does require a valid grid certificate!!!

HADDOCK server: the easy interface
HADDOCK server: the prediction interface
HADDOCK server: the expert interface
HADDOCK server: the guru interface
HADDOCK server: the multi-body interface
HADDOCK server: the refinement interface
HADDOCK server: the file upload interface

2
0
1]

HADDOCK server tool: generate AIR files for multibody docking

20 Alexandre M.J.J. Bonvin, Utrecht University



HADDOCK goes DIRAC

e DIRAC submission enabled at minimum cost!
— In one afternoon, thanks to the help or Ricardo and Andrei
— Clone of the HADDOCK server on a different machine

— No root access required, no EMI software installation required
* Minimal changes to our submission and polling scripts

— Requirements and ranking no longer needed, only CPUTime

JobName = "dirac-xxx";
CPUTime = 100000;

Executable = "dirac-xxx.sh";
StdOoutput = "dirac-xxx.out";
StdError = "dirac-xxx.err";

InputSandbox = {"dirac-xxx.sh","dirac-xxx.tar.gz"};
OutputSandbox = {"dirac-xxx.out", "dirac-xxx.err",6 "dirac-xxx-result.tar.gz"};

* Very efficient submission (~2s per job — without changing our submission
mechanism), high job throughput

fe Alexandre M.J.J. Bonvin, Utrecht University

e-infrastructure
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Some WeNMR statistics

HADDOCK server grid jobs (total 2014 ~2.5M / DIRAC~1.35M)
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A glimpse of the WeNMR services portfolio
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Some DIRACA4EGI stats

Mjobs

1.0

08

0.6

04

0.2

0.0

Cumulative Jobs by Site

2014-04-06 2014-04-20

[0 EGI.NIKHEF.nl 0.6
W EGI.SARA.nI 0.4
@ EGI.PADOVA.it 0.0
B EGLIHEP.cn 0.0
W EGI.GARR.it 0.0

2014-05-04

Max: 1.08, Min: 0.00, Av

[ EGI.UPM.my
[ EGI.ASGC.tw
B EGLIN2P3 fr
@ EGLIPN.fr
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jobs / hour

13 Weeks from Week 12 of 2014 to Week 26 of 2014

4,000

3,500

3,000

2,500

2,000

1,500

1,000

500

Jobs by FinalMajorStatus
30 Days from 2014-05-31 to 2014-06-30

T T T

2014-06-02 2014-06-05 2014-06-08 2014-06-11 2014-06-14 2014-06-17 2014-06-20 2014-06-23 2014-06-26 2014-06-29
Max: 4,071, Average: 656, Current: 0.02

l Done 92.8% M Rescheduled 4.7% W Failed 2.4% [ Completed 0.1%
Generated on 2014-06-30 07:48:34 UTC
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Resources available via the DIRAC service



ODIRAC

THE INTERWARE

Grids & Clouds

» Support for grids based on different middlewares

Currently: glite: EGI
Can be added:
VDT: OSG
ARC: NDGEF sites, RAL, ...

Other types of grids can be supported
1 As requested by customers

» Support for cloud resources will be
added

FedCloud

VM Scheduler originally developed

for the Belle MC on Amazon EC2
Dynamic VM spawning taking into
account the Task Queue state

Discarding VMs automatically when
no more needed

Multiple Cloud managers/APIs are now
supported

1 OpenStack, OpenNebula,

% CloudStack, EC2, OCCI

WMS

o}
Job Manager

ODIRAC

THE INTERWARE

——




ODlRAC Other computing resources

THE INTERWARE

» Non-grid sites accessed through an SSH tunnel
No grid middleware installation needed on site

Examples:

DIRAC.Yandex.ru
1800 cores, Torque batch system, access by SSH
Second largest LHCb MC production site

HPC mesocentre Aix-Marseille University
OAR batch system, access by SSH
Open to multiple communities

» Volunteer resources

European Desktop Grid Initiative (EDGI)
access through a special CREAM CE service
BOINC based solution with virtualized client nodes

» All the computing resources are combined transparently for the
users

27
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Services



ODlRAC Basic services

THE INTERWARE

» Resources description and monitoring

» WMS - pilot based management of user jobs
Job submission, monitoring, retrieval

» DMS - managing user data basic tasks
Access to standard Grid Storage Elements

Providing DIRAC Storage Element in CYFRONET

DIRAC File Replica and Metadata Catalog
“LFC+AMGA?” equivalent

Several LFC services configured in DIRAC DMS
» Accounting
CPU and storage resources consumption, data transfers

Throughput by Channel
7 Days from 2013-03-14 to 2013-03-21

JobMonitoring: Global Statistics: Site

OICGCERNGh 56760
o0 LCGUNINAIE A 210
2 CounmAl 3950
- LCGDESYde 30910
Job CPU efficiency by UserGroup LcG.pESYde ANY LCGROMASHt  3039.0
GNP 26360
24 Hours from 2013-03-20 19:00 to 2013-03-21 19:00 UTC L IR uk 18530
1500 LCGNKHER 17790
LG ROMA3.t LG PISAL 16500
o GUKGuK 16100
o - B LCG SBG fr 14780
2 B LCGLALT 14650
£ oo B LCCUKACUK 14030
N LCG.CERN.ch [ LCGM3PEC.fr 10430
. LGIN2P3 I B LCGCIEMATes  1017.0
inc B CCCATANAR %520
5 LCC BARI 1t %10
o [ B (COUKIRALPPUK  778.0
i : e v B lCeverer™ e
| | B e B LCG PSNC pl 420
g i | ! O (CCPADOVAR 7260
3 i nh T 0 LCCJINR v 770
% B 0 LCG CNAFt @00
9013.03.15 20130316 0130317 20130318 20130319 20130520  N— LCG SARA I 684.0
Max. 2,062, Min: 15.2. Average. 435, Curtent: 231 LCG FEPuK
ok dota LCG UNAM.mx 657.0
LCOLPNKERT  468.0
£ CERN MC_MDST » CERN MCOSTEOS  514% H LCG CNAFIL > CNARUSER 0% LG LoE oo
B CERN M.DST - CERN DSTEGS 395 B LCG GRIDKA de -~ GRIDKABUFFER frid \cePisA

B CERNRORT = CeRnRDST 35% B LCC RAL uk > PALBUFFER 09 o LCGACADbg 4560
O RAL-RDST -> RAL-RDST. 16% B LCG.CNAFit -> CNAF-BUFFER 08% LCG.EFDA.or 4320
5 CERNDST » CERNDSTE0S T6% B LCG GRIDKAde > GRIDKAUSER 08% nch_aamin LCGULAKBIMLr  423.0
B LCG CERN n = CERN.DSTEOS T6% O CERNDST.EOS - CERNARCAVE 7% LCG.UKIG uk Cuk %30
1 SARARDST = SARAROST 15% B CRDKAROST > GRIDKLRDST 7% LCG CBPFbr 20
B IN2P3 RDST > INaP3 RDST 10% [ LG CERNch > CERRUSER 4 ETU.tr 2050
B LCC GRIOKA e > GRIOKA MC.0ST 1% plus 1133 more (CCDATAGRIDS 3830
10w 2007 - 170
Tl LCG.IISAS sk 162.0
LCCTORNO® 1510
o Mattipie 1230
1900 00 300 0Lo0 G300 (00 0200 600 1100 1300 1500, 100 1ace LCG T de Bio

plus 26 more

Generatedon 20130321 13.45.37 UrC




ODIRAC Interfaces

THE INTERWARE

» Web Portal

Support of most of the user tasks ( jobs, data, monitoring,
management )

Secure with X509 certificates

» DIRAC RESTful interface

Language neutral

E.g. Scala client is available ( OpenMOLE Project)
JSAGA DIRAC plug-in is available
evaluated by the Science Gateway portal project

» Other interfaces include
Extensive Python API
E.g. used by GANGA user front-end
A rich set of command line tools ( >200 commands )

30



0 DIRAC Web Portal: example interfaces

THE INTERWARE

8006 / ) CTA - DIRAC x

€& - C | & https://dirac.ub.edu/CTA/s:CTA/g:cta_user/?theme=Grey&url_state=0|DIRAC.ConfigurationManager.classes.ConfigurationManager::431:352:386:269:0:0,1,-... ﬂ?‘ =

% Apps | ] Apple | Yahoo! 7!' Google Maps [ YouTube | | Wikipedia (G News [ Popular [ Views [ Personal [ DIRAC [ cTA ([ uB [d Belle (i Fundacién BBVA

Selectors «l¥| | IE @ X X| @ Items per page: (100 v | | | | Page 1 of 13006 | b | | Displaying topics 1 - 100 of 1300594
g n_= Site JobNar LastUpdate [UTC) LastSignOfLife [UTC) SubmissionTime [UTC] own
» B T Selected Statistics :: Status (Wed Oct 16 2013 20:22:59
P = e GMT+0200 (CEST)) LCGCIEMAT.es  Sta.. 2013-10-16 14:21:54 2013-10-16 14:21:54 2013-10-16 14:21:54 trm
g [ ||| Selected Statistics = I Completed LCGCIEMAT.es  Sta.. 2013-10-16 14:02:06 2013-10-16 14:02:06 2013-10-16 13:55:38 t
% Status v [l Done
- @ B Failed LCG.CIEMAT.es Sta... 2013-10-16 14:02:04 2013-10-16 14:02:04 2013-10-16 13:55:28 th
b ey Other LCG.DESY-ZEUT... Unk.. 2013-10-16 14:01:08 2013-10-16 14:01:08 2013-10-16 12:33:16 th
Completed
U LCG.CAMK.pl Unk.. 2013-10-16 12:29:55 20 [ Proxy Upload DI
A Done
1 . LCG.DESY-ZEUT... Ast.. 2013-10-16 10:03:22 2
W Failed LCG.DE¢ =] Job Launchpad (= JIE JCIETI=IRS
" Killed I v :
4 Proxy Status: Valid =k Add Parameters ~
Running either your private key nor
| Predefined Sets of Launchpad Values M) | our service. While we try to
& waiting - . ure as possible by using SSL
= Available Sets with your credentials when it
»| | @ Refresh CJ Proportional & Auto refresh : Disabled + CSV data # (] Mandelbrot for maximum security, we
anually convert and upload
Running jobs by Site e ient commands:
41 Weeks from Week 53 of 2012 to Week | -
(I] Viewas Tet &' Reload Executable: mandelbrot
i 'ae Dirac-CTA [2013-10-16 14:38:55.302331 AE.p12
23 Dirac-CTA [2013- :38:55. ] JobName: Mandelbrot_% GROUP_NAME
4.000 ([ DIRAC
] Systems Arguments: -W 600 -H 600 -X -0.46490 -Y -0.56480 -P 0./ =
- . owse
g (3 (] Website OutputSandbox:  *.bmp E
> # ] Regist -
o = s StdError: %j.err L
=] Operations
= CPUTime: 3600
1.000 249 E)efaults d @ Reset
[+ [ SiteLocalSEMapping StdOutput: %j.out W L
g reo 2013 A Man. 3.143. s 0,00, Average: 608, Curat. 3 @ () Shifter
LCG CYFRONET pt 46.6% W LCG MSFG.fr 23% 0 LCG.GH ] EMail - | Input Sandbox
LCG GRIF fr 12 3% - LCG Prague cz 20% m G cP —
LCG DESY-ZEUTHEN de 12 0% ;| LCG INFN-TORINO it 13% - £ Laumh d
LCG IN2P3.CC fr 71% ) LCG UNIV-LILLE fr 04% m ANY ﬂ j E Bf
LCG PIC es 52% B LG CAMK pl 04% | Multipi ‘owse
LEG MIPEC fr 39% W LCG OBSPM fr 04% W ODRACT S -
s Sew 23% RS ANRRTMUNC e O3% )
P—— © submit ' Reset
O [E"] Configuration Man... ﬁ Proxy Upload [E-] Accounting [E7] Job Monitor [E7] Job Monitor [=7] Job Launchpad Theme Grey~ | ricardo@ cta_user~ | CTA~ J
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O DIRAC Advanced services

THE INTERWARE

» More advanced services can be made available

Following the user demands

Transformation Service ( automated, data driven job submission,
workflows )

Replication Service ( automated data replication )
Data integrity inspection

User storage consumption accounting

Support for MPI jobs

» Hosting Community DIRAC services

Specific services developed in the DIRAC framework can be
hosted in the same infrastructure

32



CDlRAC Conclusions

THE INTERWARE

» LHC experience and tools for using distributed
computing resources should now be shared with other
user communities

» DIRAC provides a frameworR for building distributed
computing systems and a rich set of ready to use
services.

» There is an increasing number of regional and national
DIRAC service projects

» DIRAC4EGI service can help users to get started in the
world of distributed computing and discover its full

potential OF=10

http://diracgrid.org "
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