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What is PanDA
• Production and Distributed Analysis System developed for the ATLAS experiment 

at the LHC 

• Deployed on WLCG resources worldwide 

• Being evaluated by CMS, ALICE, LSST and others 

• Many international partners: CERN IT, OSG, ASGC/Academia Sinica, NorduGrid, 
European grid projects, Russian grid projects… 

• https://twiki.cern.ch/twiki/bin/view/AtlasComputing/Panda 

• http://www.usatlas.bnl.gov/twiki/bin/view/PanDA/WebHome 

• http://panda.cern.ch:25880/server/pandamon/query 

• More details in Danila Oleynik’s talk “Workload Management System for Big Data 
on Heterogeneous Distributed Computing Resources” tomorrow
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Why PanDA should care 
about networking? 1 of 2

• Networking is important for data management in PanDA 

• Distributed workload management systems need to access data both for 
input and output for processing 

• Data transfers/access is done in multiple steps in PanDA: pilot data movers, 
direct access, DQ2 for transfers in ATLAS, PhEDEx in CMS, pandamover/
FAX, PD2P… 

• Future data transfer systems may be optimised for network performance — 
PanDA will automatically use them 

• But network information can be also used directly in workflow management 
in PanDA at a higher level — first step to try 

• We should optimise PanDA workflow for data transfer/access using network 
information
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Why PanDA should care 
about networking? 2 of 2

• Network performance is important for workflow decisions 

• PanDA automatically chooses job execution site 

• It is multi-level decision tree — task brokerage, job brokerage, dispatcher, policy driven or 
predictive (PD2P) 

• Site selection can benefit from network information 

• Currently decisions are based on processing and storage requirements 

• We should try to use network information in these decisions 

• Can we go even further — network provisioning? 

• Main Goal — network as resource 

• Optimal WMS design should take network capability into account 

• Network as resource should be managed (i.e. provisioned)
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Steps
• Collect network information 

• Storage and access 

• Using network information 

• Using dynamic circuits
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Sources of Network 
Information

• DDM Sonar measurements 

• ATLAS measures transfer rates for files between Tier 1 and Tier 2 sites 
(information used for site white/blacklisting) 

• Measurements available for small, medium and large files 

• perfSonar measurements 

• All WLCG sites are being instrumented with PS boxes 

• FAX measurements 

• Read time for remote files are measured for pairs of sites 

• Standard PanDA test jobs (HammerCloud jobs) are used 

• This is not an exclusive list - just a starting point
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Data Repositories
• Three levels of data storage and access 

• SSB (Site Status Board) 

• Historical data 

• http://dashb-atlas-ssb.cern.ch/dashboard/request.py/siteview?view=Network
%20measurements#currentView=Network%2520measurements&highlight=false 

• AGIS (ATLAS Grid Information System) 

• Most recent, processed data only, updated every hour 

• http://atlas-agis-api.cern.ch/request/site/query/list_links/?json 

• SchedConfigDB 

• Internal Oracle DB used by PanDA for fast access
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Dataflow
!

!

!

• Data is being transformed 

• Historical to most recent 

• ATLAS sites to PanDA queues
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Using Network Information
• Pick a few use cases 

• Important PanDA users 

• Enhance workflow management through use of 
network 

• Should provide clear metrics for success/failure 

• Case 1: Improve User Analysis workflow 

• Case 2: Improve Tier 1 to Tier 2 workflow
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Improving User Analysis
• In PanDA user jobs go to data 

• Typically, use jobs are IO intensive — hence constrain jobs to data 

• Note — almost any user payload is allowed in PanDA 

• User analysis jobs are routed automatically to T1/T2 sites 

• For popular data, bottlenecks develop 

• If data is only at a few sites, user jobs have long wait times 

• PD2P (PanDA Dynamic Data Placement) was implemented 3 years ago to solve this problem 

• Additional copies are made asynchronously by PanDA 

• Waiting jobs are automatically re-brokered to new sites 

• But bottlenecks still take time to clear up 

• Can we do something else using network information? 

• Why not use FAX? 

• First we need to develop network metrics for efficient use of FAX
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Faster User Analysis through 
FAX

• First use case for network integration with PanDA 

• PanDA brokerage will use concept of nearby sites 

• Calculate weight based on usual brokerage criteria 
(availability of CPU, release, pilot rate…) 

• Add network transfer cost to brokerage weight 

• Jobs will be sent to the site with best weight — not necessary 
the site with local data 

• If nearby site has less wait time, access the data through FAX
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First Tests
• Tested on production for ~ 1 day in March, 2014 

• Useful for debugging and tuning direct access 
infrastructure 

• We got first results on network aware brokerage 

• Job distribution 

• 4748 jobs from 20 user tasks which required data 
from congested US Tier 1 site were automatically 
brokered to US Tier 1/2 sites
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Conclusions for Case 1
• Network data collection working well 

• HC tests working well — but PS data not robust yet 

• PanDA brokerage worked well 

• Achieved goal of reducing waiting time 

• Well balanced local vs remote access 

• Will fine tune after more data on performance 

• Waiting for final implementation 

• Need to test and validate sites for this mode of data access 

• First tests had 100% failure rate (FAX deployment related) 

• Expect next tests soon

15



Cloud Selection
• Second use case for network integration with PanDA 

• Optimise choice of T1-T2 pairing (cloud selection) 

• In ATLAS, production tasks are assigned to Tier 1’s 

• Tier 2’s are attached to a Tier 1 cloud for data processing 

• Any T2 may be attached to multiple T1’s 

• Currently, operations team makes this assignment manually 

• This could/should be automated using network information 

• For example, each T2 could be assigned to a native cloud by operations 
team, and PanDA will assign to other clouds based on network 
performance metrics
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DDM Sonar Data

• http://aipanda021.cern.ch/networking/t1tot2d_matrix/
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Tier 1 View

• http://aipanda021.cern.ch/networking/t2dfort1/INFN-T1/
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More T1 Information
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Tier 2 View

• http://aipanda021.cern.ch/networking/t1fort2d/DESY-HH/
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Improving Site Association

• Values of multicloud calculated automatically 
basing on actual network links between T2 site and 
T1 sites from another clouds
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More T2 Information
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Conclusion for Case 2
• Working well in real time 

• Currently in testing stage 

• Multicloud values calculated but not updated 

• Suggested values displayed on UI 

• Update still in hands of ADC experts 

• Deploy on production expected this summer
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Summary
• First 2 use cases for network integration with 

PanDA working well 

• Development work will be completed this 
summer 

• Metrics showing usefulness of approach will be 
available in Fall
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Other possibilities
• PD2P — PanDA Dynamic Data Placement 

• PD2P is used to distribute data for user analysis 

• For production PanDA schedules all data flows 

• Initial ATLAS computing model assumed pre-placed data distribution for user analysis — PanDA sent job to data 

• Soon after LHC data started, we implemented PD2P 

• Asynchronous usage based data placement 

• Repeated use of data -> make additional copies 

• Backlog in processing -> make additional copies 

• Rebrokerage of queued jobs -> use new data location 

• Deletion service removes less used data 

• Basically, T1/T2 storage uses as cache for user analysis 

• This is perfect for network integration — to be tested soon 

• Use network status information for site selection 

• Try provisioning — usually large datasets are transferred
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