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Many research areas in the natural sciences face unprecedented computing challenges. For example, exper-
iments at the Large Hadron Collider (LHC) use heterogeneous resources which are distributed worldwide,
thousands of scientists analyzing the data need remote access to hundreds of computing sites, the volume of
processed data is beyond the exabyte scale, and data processing requires billions of hours of computing usage
per year.
The PanDA (Production and Distributed Analysis) system was initially developed to meet the scale and com-
plexity of LHC distributed computing for the ATLAS experiment. In the process, the local batch job paradigm
of computing in HEP was discarded in favor of a far more flexible and scalable model. The success of PanDA
at the LHC is leading to adoption and testing by other experiments. PanDA is the first exascale workload
management system in HEP, already operating at a million computing jobs per day, and processing over an
exabyte of data every year.
In 2013 we started the project titled ‘Next Generation Workload Management and Analysis System for Big
Data’to expand PanDA to additional computing resources, including opportunistic use of commercial and aca-
demic clouds and Leadership Computing Facilities (LCF). Extending PanDA to clouds and LCF presents new
challenges in managing heterogeneity and supporting complex workflows.
We will describe the design and implementation of PanDA, present data on the performance of PanDA, and
discuss plans for future evolution of the system to meet new challenges of scale, heterogeneity and increasing
user base.
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