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2.2.2. Detector for studies of Baryonic Matter at Nuclotron (BM@N)
BM@N (Baryonic Matter at Nuclotron) is the first experiment operational at the Nuclotron/ NICA accelerating complex. The purpose of the BM@N experiment is to study relativistic heavy ion beam interactions with fixed targets. The Nuclotron will provide the experiment with beams of a variety of particles, from protons to gold ions, with a kinetic energy ranging from 1 to 6 GeV/nucleon. The maximum kinetic energy of ions with the charge to atomic weight ratio of 0.5 is 6 GeV/nucleon. The maximum kinetic energy of gold ions with Z/A of 0.4 is 4.5 GeV/nucleon, while the maximum kinetic energy for protons is 13 GeV. Recently the BM@N experiment collected data in beams of carbon, argon, and krypton ions. The planned intensity of the gold ion beam at BM@N is 106 ions/s. The acceleration of the gold ion beam is planned in 2021, after the Nuclotron upgrade. In Fig. 2.2.2.1 the interaction rates are presented for different experiments with heavy ion collisions at different energies per nucleon-nucleon collision in the center of mass system. The beam energy of the BM@N experiment is in the intermediate range between experiments at the SIS-18 and NICA/FAIR facilities and partially overlaps the energy range of the HADES experiment. The acquisition rate of non-peripheral collisions, i.e., central or intermediate interactions is expected to range from 20 to 50 kHz at the second stage of the BM@N experiment in 2022 and later. The interaction rate is limited by the capacity of the data acquisition system and readout electronics.
[image: HIPexp_BMNcor]
Fig. 2.2.2.1. Interaction rate and energy per nucleon-nucleon collision in c.m.s. in experiments with heavy ions. The range for BM@N is superimposed.
The layout of the proposed BM@N configuration for heavy ion program is shown in Fig. 2.2.2.2. The experiment combines high precision measurement of track parameters with time-of-flight information for particle identification and presumes a measurement of the total energy by the hadron calorimeter to analyze the collision centrality. The charged track momentum and multiplicity will be measured using a set of forward silicon detectors (FwdSi), large aperture silicon tracking system (STS), 7 planes of two-coordinate GEM (Gaseous Electron Multiplier) detectors mounted downstream of the target inside of the analyzing magnet. The GEM detectors are operational at high particle densities and in strong magnetic fields. The vertical gap between the poles of the analyzing magnet for detector installation is about 1 m. The magnetic field can reach a maximum value of 1.2 T, which makes it possible to optimize the BM@N geometrical acceptance and resolution on momentum for different processes and energies of the beam. The outer tracking system consists of cathode chambers that will be supplemented with cathode strip chambers to increase the effectiveness of track measurement in Au+Au collisions. The time-of-flight detectors (ToF) based on the multi-gap Resistive Plate Chamber (mRPC) technologies with strip readout provide an opportunity to separate hadrons (π, K, p) and light nuclei with momentum up to few GeV/c. The Zero Degree Calorimeter (ZDC) detector is foreseen for the extraction of the collision impact parameter (centrality) by measuring the energy of the fragments of colliding particles. The Cherenkov modular quartz detector positioned around the target and partially overlapping the backward hemisphere is planned to generate a trigger signal for the data acquisition and a starting signal (T0) for the time-of-flight detectors. In 2022, at the second stage of the BM@N experiment, at least four planes of two-coordinate silicon strip detectors will be installed in front of the GEM detectors to improve track reconstruction in Au+Au collisions. Detectors of this type are currently under development for the CBM experiment, therefore the actual implementation of the BM@N tracker upgrade depends on the timetable of the CBM silicon tracker program.
The technical runs with the BM@N detector were performed in the deuteron beam in December 2016 and in the carbon beam in March 2017. The kinetic energy was 4 GeV/nucleon for the deuteron beam and was varied from 3.5 to 4.5 GeV/nucleon for the carbon beam. The starting configuration of the central tracker was based on a forward silicon strip detector and a set of GEM detectors. The experimental data from the central tracker, outer drift chambers, time-of-flight detectors, zero degree calorimeter and trigger detectors were read out using the integrated data acquisition system. The collected data were used to check efficiencies of sub-detectors and develop algorithms for the event reconstruction and analysis. In particular, experimental data of minimum bias interactions of the beam with different targets were analyzed with the aim to reconstruct tracks, primary and secondary vertices using the central tracking detectors. Since the GEM tracker configuration was tuned to measure relatively high-momentum beam particles, the geometrical acceptance for relatively soft decay products of strange V0 particles was rather low. The Monte Carlo simulation showed that only ~4% of Λ hyperons and ~0.8% of Ks0 could be reconstructed. Λ hyperons were reconstructed using their decay mode into (p,π-) pairs. Since particle identification at this stage of the analysis was not used, all positive tracks were considered as protons and all negative as π-. The invariant mass distributions of p and π- are shown in Fig. 2.2.2.3 for reconstructed interactions of the carbon beam with C, Al, Cu targets. The background under the signal will be reduced by introducing additional silicon tracking detectors to improve the primary and decay vertex resolution. 
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Fig. 2.2.2.2. Schematic view of the BM@N setup for the heavy ion program (without vacuum beam pipe).
[image: ][image: ][image: ]
Fig. 2.2.2.3. Invariant mass spectrum of proton and π- pairs reconstructed in interactions of the carbon beam with C,Al,Cu targets.
The yields of Λ hyperons in minimum bias interactions of the 4 AgeV carbon beam with the C, Al, Cu targets are measured in the kinematic range on the Λ transverse momentum of 0.1<pT<1.05 GeV/c and the Λ rapidity in c.m.s. of 0.03<y*<0.93 (Fig. 2.2.2.4). The measured yields of the Λ hyperons in minimum bias C + C interactions are extrapolated into the full kinematical range using averaged predictions of the DCM-QGSM and URQMD models and compared in Fig.2.2.2.4 with the results of other experiments.
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Fig. 2.2.2.4. Yields of Λ hyperons in minimum bias C+C interactions vs transverse momentum pT (right plot) and rapidity y* in c.m.s. (central plot). Energy dependence of Λ hyperon yields in C + C interactions measured in different experiments, including BM@N. The predictions of the DCM-QGSM and UrQMD models are shown as lines.
The extended configuration of the BM@N set-up was realized in the recent runs with the argon and krypton beams performed in March 2018 (Fig. 2.2.2.5). The set-up comprised GEM detectors with the size of 163 x 45 cm2, forward silicon strip detectors, full time-of-flight system, extended trigger system, hadron and electro-magnetic calorimeters. The first measurement of short-range correlations of nucleons in carbon nucleus was performed in inverse kinematics with the carbon beam and liquid hydrogen target.
[image: IMG_6025] [image: IMG_6367]
Fig. 2.2.2.5. BM@N setup in front of the analyzing magnet (left plot) and behind the amalizing magnet (right plot) in the technical run in March 2018.


2.2.2.1. Wide aperture Silicon Tracking System – STS
In 2022 BM@N experiment will be upgraded in order to fit occupancy challenge of  Au+Au collisions with beam energies up to 4.5A GeV. A new hybrid tracking system based on four stations of double-sided microstrip silicon sensors of high granularity followed by 7 planes of two-coordinate GEM detectors and a vacuum beam pipe will be installed. Silicon planes are currently under development following the design used for the STS of the CBM experiment. The BM@N STS project will be performed in two steps: firstly, two stations with 44 modules will be assembled, installed and tried at the end of 2021 or early 2022, the full configuration will be ready a year later.
The final layout of the BM@N STS was fixed in the middle of 2019 after numerous simulations performed by our German partners (see Fig. 2.2.2.1.1). The system will consist of 292 modules with Double-Sided microstrip Silicon Detectors (DSSD) of the CBM STS family of sensors. Three different sizes of the sensors will be used: 256 modules with 62*62 mm² size, 20 modules with 42*62 mm² size, 16 “central” modules with sensors geometry cutoff allowing for the beam pipe passage through the STS. Strip occupancies for the central sensors located in the place of the maximum counting rate was estimated to be less than 5 x 10-4 per event. The total sensitive areas of the first and the last stations are 597*398 mm² and 835*517 mm², respectively. The distance between the stations is 200 mm, the minimal distance from the target to the first station is 300 mm. The horizontal angular acceptance of the system is more than 260 degree. 
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	Fig. 2.2.2.1.1. Layout of the BM@N STS and its material budget distribution


The physics performance of the hybrid tracking system has been studied based on generated central Au+Au collisions with a beam kinetic energy of 4A GeV produced with the DCM-QGSM event generator. The primary tracks, which create only hits in 4 silicon stations, can be reconstructed with an efficiency of better than 90% above a momentum of 0.6 GeV/c (see Fig. 2.2.2.1.2, left). The momentum resolution for primary particles is shown in Fig. 2.2.2.1.2(right) as a function of the momentum. Only for the momentum below p = 0.5 GeV/c the momentum resolution is worse than Δp/p = 0.006.
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	Fig. 2.2.2.1.2. Left: reconstruction efficiency as a function of the momentum of primary tracks with minimum 4 hits in the Si stations only (red histogram), and in the Si + GEM stations (blue histogram). Right: momentum resolution as a function of the momentum of primary tracks reconstructed in the silicon+GEM setup  in central Au+Au collisions at a beam kinetic energy of 4A GeV


A signal of Λ hyperons was reconstructed with the track finder identifying the vertex of the hyperon decay. The resulting proton-pion invariant mass spectrum is shown in Fig. 2.2.2.1.3. The mass resolution of the Λ signal is σ = 1.1 MeV/c2, the signal-to-background ratio is S/B = 5.2.
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	Fig. 2.2.2.1.3. Proton-pion invariant mass spectra using 4 silicon + 6 GEM stations


The phase space distributions of decay products of Λ-hyperons generated with the DCM-QGSM model in central Au+Au collisions at a beam kinetic energy of 4A GeV are shown in Fig. 2.2.2.1.4. The Λ hyperon reconstruction efficiency in the hybrid silicon+GEM detector system is above 10%.
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	Fig. 2.2.2.1.4. Phase space distributions as function of transverse momentum and rapidity for protons (left column) and pions (right column) as generated with the DCM-QGSM code for central Au+Au collisions at a beam kinetic energy of 4A GeV (upper row); reconstructed in the silicon+GEM detectors (center row); reconstructed in the silicon stations only (lower row). The particle identification is based on the Monte Carlo information.


The Technical Design Report (TDR) of the Silicon Tracking System as part of the hybrid tracker of BM@N experiment was published in 2020 and is now available at the website of JINR publishing department.
The TDR consists of the following main chapters:
1.	The research program of the upgraded BM@N experiment;
2.	The physics performance simulations of the hybrid STS+GEM tracking system; 
3.	Studies of the radiation environment;
4.	The Silicon Tracking System; 
5.	The project organization and timelines.
In the 4th chapter the full configuration of the STS system, information about the components, assembly process, quality assurance and system integration are presented. 
2.2.2.1.1. STS module
A module (see Fig. 2.2.2.1.5) is the basic component of the STS. It consists of a double-sided microstrip silicon sensor, a set of multilayer ultra-thin aluminum micro-cables and two Front-end Boards (FEBs) with readout electronics.
 
	


[image: ]
Fig. 2.2.2.1.5. Module without shielding
The design of the STS sensors was finalized, all sensors have been acquired by JINR since 2017 except the central ones. The design of these sensors is being developed with a plan to get them produced in 2021 and 2022. That is agreed as an in-kind contribution of Germany to NICA. A custom designed probe automat (Fig. 2.2.2.1.6) was fully commissioned for full strip-by-strip DSSD QA testing with specially developed software and procedures.
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Fig. 2.2.2.1.6. The CBM STS family of DSSD. The two middle-sized variants will be used in the BM@N-STS (left). Probe automat for  the strip-by-strip QA tests of the DSSDs (right)
The final specification of the ultrathin micro-cables (Fig. 2.2.2.1.7) was completed in 2019 after  years of proto-typing undertaken both in GSI, JINR and LTU, Kharkov. 
Material budget of aluminum-polyimide micro-cables does not exceed 0,02% of X0 for one layer. The trace capacitance is less than 0.5 pF/cm. A batch of the final 44 sets for the first two stations was ordered to be delivered to JINR in the beginning of 2020. Schematic view of the stack of microcables is shown in Fig. 2.2.2.1.7 (left). It consists of a 32 signal cables, spacers and shieldng layers. Photo of the set of cables for one module is shown in Fig. 2.2.2.1.7 (right).
[image: ]   [image: ]
 	 
Fig. 2.2.2.1.7. Cross-section of a stack of micro-cables (left) and set of micro-cables with spacers and shieldings for the one module (right)
The frontend readout electronics is based on state-of-the-art STS-XYTER ASIC (Fig. 2.2.2.1.8 left) developed at AGH, Krakov for the CBM STS. The last version of the chip – v. 2.1 was tested in JINR and GSI independently with recommendations put forward to the designers for the next, final, generation of the chip.  200 chips v.2.2 considered to be prefinal were shipped to JINR a where special equipment was tuned for their certification. All chips are certified and now being used for adjustment of the module assembly technology.
	· [image: ]
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Fig. 2.2.2.1.8. STS-XYTER ASIC wire-bonded on the PCB (left) Two FEBs for P and N sides of the sensor designed for BM@N. FEBs are installed on the aluminum thermal fins.
The Front-End Boards (FEBs) with 8 STS-XYTER ASICs were produced and tested in 2018-2019.   The existing FEB designed in GSI is found to be good for testing of electrical features of the circuit, but not suitable for its subsequent integration into the system due to the connectivity features. To provide more space for the power and data cables, it was decided to increase twice the distance between the stations (up to 20 cm) relative to that foreseen in the CBM STS, and to design a new FEB with a modiﬁed geometry for easier intergration of ladders into the mainframe. Main features of the FEB of BM@N STS are as follows.
· Two symmetries for P and N side of the sensor;
· Eight STS/MUCH-XYTER ASICs are staggered the same way as on CBM FEBs;
· Number of uplinks per one ASIC: 1;
· LDOs are located in the bottom part of the PCB;
· PCB size is 40*87 mm2 with a thickness of 1.6 mm;
· One edge-card connector SE180401 with 40 signal pins with 0.65 mm pitch and 8 power pins with 1.3 mm pitch;
· AC-coupling capacitors for the signal lines are arranged in a 2D raw near the connector.
A new FEBs of two different geometries for P- and N- sides of the sensor were offered by JINR for the BM@N detector together with the SINP MSU experts (supported by the RFBR Grant). Photograph of the new FEBs is shown in Fig. 2.2.2.1.8 (right).
Glues play an important role in the module assembly process. The list of glues has been finalized based on tests of mechanical properties, influence on the detector performance, thermal and electrical conductivity and radiation hardness.
The module assembly site was prepared and equipped with wire bonding machines in 2014 -2016 (Fig. 2.2.2.1.9 left). All sets of jigs for the module assembling were developed, produced and tested during 2013-2018.
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Fig. 2.2.2.1.9. Part of clean room area of ISO7 class used for assembly modules of BMN STS at LHEP JINR (left) Wire bonding of the ASICs to PCB (right)
The assembling of the module comprises TAB-, die- and wire-bonding procedures, as well as alignment and gluing steps. Bonding procedures are performed with a help of ultrasonic bonding machines F&K Delvotec G5 (Fig. 2.2.2.1.9 right). The bonding quality is tested after each step of the assembly with a help of Pogo-pin test circuit (Fig. 2.2.2.1.10). The dedicated test procedure based on the the noise per channel measurements was developed. GUI interface of the test software is shown in Fig. 2.2.2.1.11.
[image: ]
Fig. 2.2.2.1.10. Basic measurements at the chip-to-sensor bonding process:
(a) - the pogo-pin device with an ASIC chip installed inside at the reference noise measurement;
(b) - a microcable, with the technological pad on its end, bonded to the ASIC which is inside the pogo-pin device;
(c) - two microcables bonded to an ASIC with the technological pads cut off;
(d) - the first ASIC bonded to the sensor with one microcable; 
[image: ]
Fig. 2.2.2.1.11. GUI: bonding of a microcable to 6x2 cm2 sensor. The red dots in the noise histogram stand for noise values of the cable bonded only to an ASIC, the blue dots correspond to noise of a “bare” ASIC.
The detector-grade module is defined as a module, which has less than 3% of non-operating channels. The loss of channels during the assembly may be caused by to two main reasons. The first one is a bad quality of the bonding, the second is an electrostatic discharge (ESD) which may destroy the input channel of the ASIC. To overcome the first issue, the multi-step bonding test procedures were developed and implemented in the assembly workflow. The ESD protection requires the usage of a dedicated equipment and a careful operation with polyimide micro-cables. The electrification of the polyimide may be caused by triboelectric effects, either during the storage of the cables or during the module assembly. To minimize that effect, anti-static air blowers are used during the assembly. So far, the VB LHEP assembly team have assembled 5 modules, 3 of them are detector-grade, with two modules having less than 1.5% of broken channels. To estimate the yields of assembled modules more statistics is needed. Photo of the test bench for the tests of assembled modules is shown in Fig. 2.2.2.1.12 (left). One of the most important characteristics of assembled module is a noise-per strip value. An example result of noise measurements of one module is shown in Fig. 2.2.2.1.12 (right).
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Fig. 2.2.2.1.12. Test bench for the tests of assembled module (left) and noise per channel measurements for N (top) and P (bottom) sides of the sensor (right)

2.2.2.1.2. Ladder assembly
Assembled modules are mounted onto ultralight carbon fiber truss with a special bearing for the precise positioning with ruby ball pins. Such super-module is called a ladder. The accuracy of the positions of the sensors on the CF truss plays important role for the subsequent alignment procedures which in turn produce impact on the of track reconstruction efficiency. A custom designed device for the ladder assembly was developed and produced at the Planar facility (Minsk, Belorussia) within the period 2018-2019 (Fig. 2.2.2.1.13 left). It allows one to mount modules onto the CF truss with the accuracy as follows
Precision of the sensor orientation
				X coordinate		±50 m 
				Y coordinate		±15 m on 1200 mm base
								±12 m on 180 mm base
				Z coordinate		±50 m 
Precision of the optical fiducials recognition system		±2 m 
[image: ]
Fig. 2.2.2.1.13. Photograph of the ladder assembly device installed
at VB LHEP JINR (left); Photograph of the ladder
mockup assembly process (right).
To test the device and tooling, the first mockup of the ladder with two 62x62 mm² dummy sensors was assembled (Fig. 2.2.2.1.13 right). Fiducial marks on sensors were alligned according to the coordinates defined by positions of centers of ruby balls at the rare ends of the ladder. After curing of the glue, coordinates of the fiducial marks on the sensors aligned on a ladder-line were measured. As shown in Fig. 2.2.2.1.14, deviation of the X coordinate (perpendicular to the strips on N-side) from the mean value is less than 8 μm. 

[image: ]
Fig. 2.2.2.1.14. Photograph of the assembled mockup of the ladder (left); Measured deviations of X coordinates of the fiducial marks on the sensors from the mean value (right).

2.2.2.1.3. DAQ system
The front-end readout electronics of BM@N STS is based on STS-XYTER ASIC. This chip implements a set of 128 parallel analogue readout channels that are equipped with a programmable fast shaper and discriminator path together with a second, slow but high-resolution analogue shaper channel followed by a 5-bit ﬂash ADC. The fast path of the channel is used to provide a time stamp, while the slow one provides amplitude measurements. Each STS-XYTER is capable of delivering data at a rate of up to 50 MHits/s. The dedicated BM@N front-end board with 8 chips (FEB-8) has connectivity for 10 MHits/s per chip, giving an overall connectivity for a detector module of 80 MHits per second. The front-end board may be operated at lower clock speeds down to 40 MHz. In such a mode of operation the maximum hit rate for a module is then 20 MHits per second.
The chip communicates to the system through a programmable multi-channel e-link interface (c.f. GBTx chipset at CERN) that supplies one to ﬁve data uplinks and receives commands through one e-link type communication downlink. The GBTx chip is a radiation tolerant ASIC developed by CERN. Given its radiation-hard nature it is considered a dual use item and can thus not be supplied to Russia. That is why an FPGA-based GBTx Emulator board was developed together with groups from GSI and WUT in terms of Cremlin Plus grant agreement №871072. Photo of the board is shown in Fig.
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Fig. 2.2.2.1.15. Photograph of the GBTx Emulator board (left) Photograph of the TFC board (right)
Whereas the GBTx is designed to transfer the data of 14 e-links operating at 320 Mbit/s to ﬁll up the available optical readout payload bandwidth of 4.375 Gbit/s, the emulator provides 48 uplink connections operating at 80 Mbit/s, resulting in an optical data bandwidth of 48 × 80 Mbit/s = 3.75 Gbit/s. 56 such e-link connections would in principle be feasible but do not match the actual needs, whereas 48 e-links can serve for 6 x 8 uplinks and consequently 6 FEB-8 readout boards or the readout of 3 full sensors. For data readout into a computing farm, a PCIe Interface is needed that receives the optical signals from various GBTxEmulator boards and dumps the data into DMA. This functionality will herein be named GERI (General Emulator Readout Interface). GERI will also provide a preprocessing of the data including timewise data sorting into microslices or time-based ﬁltering of the data based on the BM@N trigger signal. Since the DAQ system of other detector subsystems of BM@N experiment are not data driven and operates with a trigger, trigger logic may be implemented in the GERI to minimize the data ﬂow from STS front-end electronics and to link events based on trigger number. Nevertheless, the STS DAQ system will also have an opportunity to operate in a data driven mode, in this case the time stamp will be used to tie events from diﬀerent subsystems.
For the synchronization of multiple GBTxEmu interfaces an additional FPGA board will be used. Proposed hardware solution for this timing and fast control (TFC) board is the AMC FMC Kintex 7 board (AFCK) (Fig. 2.2.2.1.15 right). We intend to send 7 Gbit optical data links from 7 GBTxEmu Boards into one GERI board. The eighth optical channel will be used for the clock and sync input from the timing control tree. The feasibility of this timing and synch path depends upon the detailed connectivity within the GERI board. Only if the clock of the particular timing SFP can be recovered and jitter cleaned on the board, it can be used for synchronization of the entire system. A GERI board consequently receives up to 7 x 3,75 Gbit/s = 26,25 Gbit/s = 3,28 GByte/s which it needs to transfer via PCIe into the compute node. With PCIe Gen 2, one can transfer 0,5 GByte/s per lane. Consequently an 8 lane PCIe Gen 2 or higher board is needed to for the GERI functionality. Various options are commercially available:
•	The Hightech Global HTG-K700 is such a board that can mount an 8 SFP FMC on the input side and provides 8 lane PCIe Gen 2.
•	 The other alternative could be the Trenz Electronic TEC0330 Virtex-7 PCIe FMC Carrier which also has 8 lane PCIeGen2. It additionally provides complex clocking resources with an external clocking input via SMA and a LMK04828B chip for clocking and jitter cleaning that would ease synchronous operation. 
The schematic view of the full readout chain is shown in Fig. 2.2.2.1.15.
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Fig. 2.2.2.1.15. Schematic view of the readout chain of BM@N STS.

2.2.2.1.4. System integration
A tentative design of the STS mainframe is ready. Jigs for the assembly of the mainframe from CF tubes are being produced in MSU. The design is shown at Fig. 2.2.2.1.16. 
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Fig. 2.2.2.1.16. STS Mainframe
The power dissipated by the electronics inside the STS box is estimated to be of the order of 15 kW. Most of this thermal power comes from the front-end electronics. Since the electronics has a wider temperature range for its operation, an absolute temperature specification for the ASICs is demanded mainly by the operating temperature of the sensors. In order to avoid excessive temperature gradients inside the STS box it is suggested to choose the operating temperature of electronics close to this level. The generated heat needs to be evacuated by the liquid cooling system.  The total power dissipated by one FEB is on the level of 12 W.  Since the size of the PCB is limited, it is important to provide a good thermal interface between the surface-mounted readout electronics and the heat exchanger. Each ASIC is glued to the PCB with a thermal and electrically conductive glue. To reduce thermal resistance of the PCB a Thermal Vias is used for each ASIC. The bottom side of the FEB is glued with a thermal conductive epoxy film to the aluminum fin of “L” shape. All fins are mounted to the base plate of the FEB box, which is installed on the heat exchanger (Fig. 2.2.2.1.14). The heat exchanger is cooled by exed heat transfer fluid. Thermal Interface Materials (TIMs) are used to reduce heat resistance between each part of the thermal path. 
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Fig. 2.2.2.1.17. Schematic view of the thermal connection between front-end electronics and exed fluid cooled heat exchanger(left) and thermal prototypes of two FEB boxes as a test bench for different TIMs (right)
The design of the FEB box is finished, several boxes were produced and now are being tested. Different types of materials of the thermal fin and TIMs were tested in 2019. The configuration of the thermal interface was in the finalized in the end of 2019. A prototype of the heat exchanger for one quarter of the first station was produced at Minsk and tested. Two 14 kW chillers produced by ATC were delivered in 2015 and used for these tests.
2.2.2.2. Forward Silicon Detectors
The major directions of the workplan for the development of the forward silicon detectors: 
1.	Design and development of three 2-coordinate planes based on Silicon Detectors for Forward Silicon Tracking Detectors.
2.	Design and development of a coordinate plane based on a Silicon Detector for a Multiplicity trigger system.  
3.	Design and development of three 2-coordinate planes based on Silicon Detectors for a beam tracker placed inside the beam pipe in front of the target.
4.	Design and development of two 2-coordinate planes based on Silicon Detectors for a beam profilometer placed inside the beam pipe in front of the target.
1. Development of three 2-coordinate planes for Forward Silicon Tracking Detectors based on Silicon Detector Modules consisted of Double-sided Silicon Strip Detectors (DSSD). Each side of the Silicon Detector Module has 640 strips. The Silicon Detector Modules have been designed for 2 years (2016-2017) in LHEP JINR. Each module consists of two Silicon Detectors, two integrated circuits of Pitch Adapters (PA-640) for electrical decoupling of front-end electronics (FEE) inputs on each side of the detector, two FEE boards (each board has 640 channels) and low-mass mechanical support frames. All the components are commercially available. The module assembling can be done in the LHEP laboratory conditions. To manufacture silicon detectors, which are designed by joint efforts of JINR-LHEP and NIIMV (Zelenograd), float-zone (FZ) silicon wafers have been purchased by JINR in the SiMat company (Germany) and I to NIIMV to produce the silicon detectors. The detectors have the size of (63×63×0.3) mm3 and consist of 640 strips on both p+ and n+ sides with a 95 and 103 μm pitch, respectively. Main parameters of all manufactured detectors have been measured at NIIMV as an output control and at LHEP as an input control (Fig. 2.2.2.2.1). 
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Fig. 2.2.2.2.1. Measurement scheme of the DSSD total dark current (left; dark current summary histogram for 105 DSSDs at Vbias=100 V and T= +23 ⁰C
Main controlled parameters are a current-voltage characteristic (I-V) and a capacitance-voltage characteristic (C-V). A detector is marked as good for assembling if its summary dark current is less than 1000 nA at a bias voltage of 150 V and a temperature of +20oC. The results of the output control  show that the yield of good detectors is between (50÷70) % for double-sided detectors. The DSSD manufacturing technology is one of the most difficult to accomplish because the technological processes (photolithography, doping, metallization, etc.) are carried out separately on two sides of the silicon wafers. To produce three 2-coordinate planes need  for the “basic configuration” of the BN@N setup in the end of 2020, 42 two-coordinate modules (Fig. 2.2.2.2.2) with the sensitive area of each module of 120 × 60 mm2 are required. For this purpose, contracts for the supply of 85 DSSDs and 84 pitch adapters were signed with NIMV in 2018 and executed in 2019. 
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Fig. 2.2.2.2.2. Silicon Detector Module components and an assembled coordinate half-plane consisting of 9 modules(left)
The DSSD topology with a DC coupling doesn’t contain integral resistors and capacitors (RC). Therefore, external R, C components are required to supply a bias voltage to each strip and to decouple electrically the DC current from the electronic inputs. This role is performed by a Pitch Adapter (РА-640). The PA modules are made on sapphire plates with an epitaxial layer of silicon (SOI) jointly by ZNTC (Zelenograd Nanotechnology Center) and the NIIMV company. PA-640 are required to sustain electric strength of 640 integrated capacitors with a 120 pF capacitance value. РА-640 has a low leakage current (less than 10 pA at 100 V per capacitor) and a breakdown voltage of 150 V, which is equal to a 3 MV/cm electric field strength. The resistivity of integrated polysilicon resistors is 1 Mohm. The aluminum metallization topology of PA-640 is fully compatible to ASIC’s bonding pads. The front-end electronics is based on commercially available ASICs VATAGP7.1 (IDEAS, Norway): 400 ASICs have been delivered to JINR; 100 FEE PCBs have been produced by the PCB technology company; the MELT company has assembled ASICs to PCBs. 5 ASICs are mounted on each PCB to read-out signals from 640 detector strips. The main requirement for the “basic configuration” of the BM@N setup is the presence of a vacuum beam pipe with a diameter of 50 mm in the zone of the silicon coordinate planes. To meet this requirement, each silicon plane consists of 2 half-planes divided symmetrically relative to the beam pipe axis and has free space for the passage of a beam pipe with the diameter of 50 mm. This configuration allows one to assembly/disassembly the silicon planes independently from the beam pipe installation. The positions and a general view of assembled 6 half-planes are shown in Fig. 2.2.2.2.3, 2.2.2.2.4 and 2.2.2.2.5.
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Fig. 2.2.2.2.3. Positions of Silicon Detector components and assembled coordinate half-planes.
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Fig. 2.2.2.2.4. General view of Forward Silicon Detectors (without cables and cooling system pipes) around the beam pipe.
[image: ] Fig. 2.2.2.2.5. Design of three silicon planes (without electromagnetic shield) with the beam pipe holes of 51x51 mm2.
The design of a first multiplicity trigger plane was based on the silicon detector with 64 azimuthal strips, which was used in the BM@N argon and krypton beam runs in March-April 2018.  The multiplicity trigger plane had a ring shape and was made on one silicon wafer with an external diameter of 100 mm and an internal diameter of 28 mm. The hole in the center of the wafer was cut by a laser. This configuration cannot be used with the beam pipe of 50 mm. For the “basic configuration” of the BM@N setup a new multiplicity trigger detector has been developed with the same number of strips (64 strips to use the existing FEE boards) and a 50 mm diameter hole for the beam pipe. The new design is based on two symmetric half-planes, that simplifies the procedure of assembling of the multiplicity trigger plane around the beam pipe. A general view of the detector half-planes with read-out boards is shown in Fig. 2.2.2.2.6. Each half-plane consists of 4 detectors (total number of strips is 32), each detector has a shape of an isosceles trapezoid and consists of 8 azimuthal strips located at angles with an interval of 5.6°. After assembly of 8 such detectors an octagon is formed on the inner radius, which fits to the 50 mm diameter of the beam pipe. The outer diameter of the circumscribed circle is 186 mm. 16 trapezoid detectors for the multiplicity trigger plane were developed and manufactured in 2019 according to the contract between JINR and NIIMV (Zelenograd). 
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Fig. 2.2.2.2.6. A general view of the multiplicity trigger plane consisting of 2 half-planes (8 silicon strip trapezoid detectors) and 2 FEE boards.
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Fig. 2.2.2.2.7. Display of test events with the multiplicity equals to 8.
3. For the “basic configuration” of the BM@N setup, a decision was made to construct a beam tracker in front of the target to determine the (X, Y) coordinates and angles of the incident ion in the interaction point. Due to possible radiation damage of detectors by heavy ions, various versions of detector materials have been considered (C, GaAs, SiC, Si). The diamond and silicon carbide detectors are the most radiation hard, but they are of little availability and have a small size. Based on the analysis of the data on radiation damage in silicon,  the expected size of the beam of 20-30 mm and the initial intensity of the gold ion beam  of about 106 sec-1, it was decided to use thin (175 μm) double-sided silicon detector with the size of 63x63 mm2 to cover the  whole beam spot by the sensitive area of the detector. To justify this decision, the following arguments were taken into account: the signal from ionization of 4 AGeV gold ions is 6400 times larger than the signal from m.i.p. (Fig. 2.2.2.2.8). Therefore, thin detectors have been chosen to reduce effects of radiation damage (loss of the signal amplitude and increase of the dark current). The FZ-Si wafers with a thickness of 100 μm and diameter of 100 mm, are commercially available, But the NIIMV company agreed to develop and manufacture thin silicon detectors using wafers with a thickness not less than 150 μm. Thin detectors have less power dissipation, because the depletion voltage is proportional to the squared thickness of the detector, and current is linearly proportional to the thickness. Therefore detectors with a 2 times smaller thickness produce an 8 times smaller power dissipation. It’s also necessary to control the power dissipation of detectors damaged by hard radiation, because of bad detector cooling in vacuum. Gold ions generate a huge signal in the silicon detector. Therefore a dark current noise and (5 ÷ 10)% decrease of the signal amplitude  are less critical than the thermal breakdown of the detector. At fluences of gold ion beam greater than 1013 cm-2 which correspond to continuous irradiation of detectors for 4 months with the intensity of 106 sec-1, the detectors will be replaced if it is necessary. For this purpose, a contract with the NIIVM company for a development of 15 DSSDs (128×128 strips and 175 μm thickness) for the beam tracker and 10 DSSDs (32×32 strips and 175 μm thickness) for the beam profilometer was signed in 2018 and was executed in 2019. The design of a coordinate plane based on thin silicon detectors, integrated into the beam pipe is shown in Fig. 2.2.2.2.9 and 2.2.2.2.10. An important part of the heavy ions beam tracker design is the choice of a suitable FEE ASIC. A special requirement for this chip is to register a large signal from a heavy ion at a high event rate. This requires a wide dynamic range (up to 20 pC), a short peaking time (less than 200 ns) for the pile-up rejection, at least 64 channels per chip, a possibility of the sample-and-hold mode from an external “trigger” and a multiplexed output for compatibility with the DAQ system of  the BM@N setup. 
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Fig. 2.2.2.2.8. Geant4 simulation of energy loss on ionization in a silicon detector with a thickness of 175 μm for Kr36+ (left) and Au79+ (right) ions with an energy of 4A GeV.
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Fig. 2.2.2.2.9. Beam tracker position inside the vacuum station and FEE boards at the outer vacuum flange.
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Fig. 2.2.2.2.10. Beam tracker coordinate plane assembled at the outer vacuum flange.
The ASIC chip of the IDEAS company VATA64-HDR16 was chosen, as it fits to the parameter requirements. The beam tracker based on this ASIC chip is being developed and will be installed onto the vacuum station flange incorporated into the beam pipe structure. The chip will be connected via vacuum multi-pin connectors with 256 detector strips. Twenty VATA64-HDR16 chips were purchased for the beam tracker,
The beam profilometer based on DSSD will consist of two planes. The distance between two planes is approximately 3m. The second plane is placed as close as possible to the target, but in front of the beam counter (BC1). The size of silicon detectors is 60x60 mm2, the thickness is 175 μm. Each detector has (32×32) strips. The construction of the profilometer planes will be similar to the beam tracker planes, but their signals will be readout via an autonomous measurement system independent from the BM@N DAQ System. The mechanical construction of the profilometer planes has to be sophisticated due to need for automatic removal of these two planes from the beam zone after the beam tuning. Also, we have to design two versions of FEE – for light ions (to detect C ions) and for heavy ions (starting from Ar). ASIC VA163 will be used to measure ion beams with low charges in the range up to 0.7pC per spill and ASIC VA32HDR11 will be used for beams with the ion charge range up to 30 pC per spill. This will allow us to work with profilometers at the initial stage of the carbon beam tuning. It will be necessary to change one type of FEE by another to provide proper work of the profilometer after switching from light to heavy ions. FEE boards have identical connectors and located on the flange outside of the vacuum station. A profilometer prototype based on DSSD was developed to perform an autonomous measurement of beam profiles, display information in the form of a two-dimensional image and amplitude information. The profilometer prototype design and test results are presented in Fig. 2.2.2.2.11 and Fig. 2.2.2.2.12.
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Fig. 2.2.2.2.11. Profilometer prototype based on Double-sided Silicon Strip Detector.
[image: ]
Fig. 2.2.2.2.12. Test results of the profilometer prototype with a source of alpha particles.
Forward Silicon Detectors BM@N development results in 2020:
1. All 90 DSSDs (45 modules) were assembled at mechanical support frames (Fig. 2.2.2.2.13). Next module assembling step starts after ultrasonic wire-bonding and encapsulation ASICs at FEE boards (100 boards with 640 channels). The first detector module was fully assembled and tests with radioactive source and cosmic rays were started (Fig. 2.2.2.2.14).
2. The automatic stand for front-end electronics board (640 channels) testing was assembled. The main stand functions: pedestal measurements of each channel, pre-amplifier gain and linearity, shorted and not-wired channel control after bonding. FEE board under test placed inside thermoelectric cooling and electromagnetic shielding box. FEE board is connected via cross-board to HV, LV power supply and ADC+FPGA board for chip configuration settings. The stand photograph is shown in Fig. 2.2.2.2.15. Each ASIC has internal 4bit DAC and can produce internal test signal at each channel to test dynamic range and linearity. External pulse generator simulates m.i.p. -5 fC signal from detector to calibrate internal ASIC test signal. Amplitude distributions from internal and external signals -5 fC in 105 channel (ASIC #1) with noise distribution in 33, 55, 66 and 122 channels are shown in Fig. 2.2.2.2.16a and 2.2.2.2.16b respectively. The signal-to-noise ratio is more than 50.  
3. Clean room for DSSD assembling and testing was built (Fig. 2.2.2.2.17). For this purpose wire-bonding machine Delvotec, optical microscope Norgau (Moscow) and probe machine Planar (Minsk) are used.
4. Mechanical supports for beam tracker planes based on DSSDs (128Х×128Y, thickness 175 μm) were designed and produced.  Beam tracker planes will be placed inside the beam pipe before the target. Assembling beam tracker plane at vacuum flange (with 62 pins) has been tested. Beam tracker DSSD were tested with alpha source 241Am (simulation of light ion (C, Ar) signals) without vacuum. Assembled beam tracker plane and measurement results are shown in Fig. 2.2.2.2.18 and 2.2.2.2.19. 
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Fig.2.2.2.2.13 Forward Silicon Detectors DSSD assembled at mechanical support frames
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Fig. 2.2.2.2.14 First assembled FSD module set inside FSD half-plane
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Fig.2.2.2.2.15 Front-end electronics test stand
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(a) 						(b)
Fig. 2.2.2.2.16 Internal (a) and external (b) test signal -5 fC in 105th channel ASIC #1 red PCB #40 read-out frequency 3.6 MHz
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Fig. 2.2.2.2.17 Assembling clean room photographs
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Fig. 2.2.2.2.18 3D model and photographs of beam tracker position inside beam pipe
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Fig. 2.2.2.2.19 Measurement scheme (left) and 241Am amplitude distribution measured with beam
2.2.2.3. GEM central tracking system
Central tracking system of the BM@N experiment will provide precise momentum measurements of the cascade decays products of multi-strange hyperons and hyper-nuclei produced in central Au-Au collisions. All physics measurements will be performed in conditions of high beam intensities in collisions with large multiplicity of charged particles. This requires the use of detectors with the capacity to resolve multiple tracks produced at very high rate. The basic requirements for the tracking system are: capability of stable operation in conditions of high radiation loadings up to 105 Hz/cm2, high spatial and momentum resolution, geometrical efficiency better than 95%, maximum possible geometrical acceptance within the BM@N experiment dimension, operation at a 0.8 T magnetic field. Detectors based on the GEM technology posses all the mentioned characteristics combined with the capability of stable operation in a strong magnetic field up to 1.5T. Detectors of this kind are already widely used in such experiments as TOTEM, COMPASS, BNL and are planned for the CMS Muon Endcape upgrade. Production and assembly processes of the large size (up to 2m long) GEM-based detectors are well developed at CERN PH DT and MPT Workshop. Since non-glue «foil-stretching» technology is involved, one chamber can be assembled in several hours and easily re-opened for technical service if needed. For this reason, two coordinate triple GEM detectors were chosen for the central part of the BM@N tracking system, which is located inside the analyzing magnet downstream of the target. 
Triple-GEM configuration performs low probability of discharge propagation and stable operation at gains above 105. BM@N GEM detectors consist of three multipliers, with a drift gap of 3 mm, first transfer gap of 2.5 mm, second transfer gap of 2 mm and an induction gap of 1.5 mm, as shown in Fig. 2.2.2.3.1a. BM@N GEM tracking system final setup will consist of three types of the GEM chambers: 660×412mm2, 1632×450mm2 (Fig. 2.2.2.3.1b) and 1632×390 mm2. In order not to be flooded by the primary non-interacting heavy ion beam particles and near halo there is a hole in the central region of a big GEM detector. Because of large multiplicity near the beam line, readout layer is divided into outer and inner (hot) zones for all types of detectors.
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Fig. 2.2.2.3.1. a) Schematic cross section of BM@N triple GEM detector b) Schematic view of the 1632×450mm2 GEM detector.
Front-end electronics is based on the charge sensitive pre-amplifier chip VA162 and VA163(IDEAS). The chip has 32 channels. Each channel contains a charge-sensitive preamplifier, a shaper with 2 μs (VA-162 chip) and 0.5 μs (VA-163 chip) peaking time and a sample-hold circuit. An analog multiplexer with 32 inputs allows one to perform serial read-out channel by channel. The chip can be used to amplify and read negative and positive charges in the range from -1.5 pC to +1.5 pC. The equivalent noise charge is 1900e without load, and 2000e at 50 pF input load. The integral linearity is 1% and 3% for positive and negative charge, respectively.
The multiplexed data from each board are transmitted through 13 m of twisted pair flat cable to the 12-bit analog-to-digital converter (ADC) readout by the BM@N data acquisition system.
The VA162 and VA163 chips are produced by IDEAS - Integrated Detector Electronics AS (Norway). The ASICs has 32 input channels. Each read out card includes four chips, which are installed, bonded and filled with black compound. Thus, we have 128 input analog channels read-out board (Fig. 2.2.2.3.2).
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Fig. 2.2.2.3.2. 128 channel read-out board. Front and back side view.
GEM chambers can be operated with Ar(70)/CO2(30), Ar(90)/C4H10(10), Ar(80)/C4H10(20) gas mixtures. The gas system consists of two parts: 1) the mixer system which delivers quantity, mixing ratio and pressure conditioning to downstream elements; 2) the distribution system, which delivers the gas in well defined quantities to the individual detectors. The gas system is produced by Ltd «Eltochpribor» (Zelenograd, Russia).
Seven needed potentials are distributed to the GEM chamber through the HV divider. Such scheme of HV supply is very convenient, as only one channel of HV power supply is needed to power the chamber via a single cable. Thus, to power final GEM setup of 14 GEM chambers with the voltage of approximately -3kV, a 14-channel high-voltage system is required. For GEM HV power system two 12 channel CAEN AG550DN modules in CAEN SY5527lc_p create are used.
The LV power system is based on four NTN 350-6,5 and six NTN 700-6,5 LV modules. NTN low voltage module has adapter for remote control via Ethernet connection. It is possible to use Ethernet control to integrate the low voltage source to the BM@N Slow Control System database. 
First beam tests of five 660×412mm2 and two 1632×450mm2 GEM chambers were performed at BM@N technical runs in 2016 and 2017 years with the deuteron and carbon beams at the Nuclotron. The GEM detectors were arranged in 6 planes as it is shown in Fig. 2.2.2.3.3. The left and right parts of the 1632×450mm2 GEM detectors were treated as independent detectors. The main goal of the tests was to study the performance of the GEM detectors and the FEE and readout electronics as a part of the BM@N experimental setup. The GEM detectors were filled with the flowed Ar(90)/C4H10(10) gas mixture and equipped with the VA162 based electronics. The measurements were made within the magnetic field varied from 0 up to 0.9. The tracks of charged particles were reconstructed and track detection efficiency of the GEM chambers was calculated (estimated average efficiency ~ 95%). Coordinate and momentum resolutions were calculated using data, collected without target and with magnetic field of 0.79 T. Gaussian fit of hit residuals distribution gives the standard deviation of 670 m, which conform to the Monte-Carlo simulation.
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Fig. 2.2.2.3.3. Schematic view of the BM@N experimental setup in the deuteron and carbon beam runs
Momentum resolution for deuteron beam (9.7 GeV/c) is ∼9%. The resolution for protons from deuteron defragmentation is ∼6%.
Beam tests of seven 1632×450mm2 GEM chambers were performed in 2017 and 2018 years with the carbon, argon and krypton beams (Fig. 2.2.2.3.4). The GEM detectors were filled with the flowed Ar(80)/C4H10(20) gas mixture to increase the avalanche electrons velocity. The value of the electric field in drift gap was also increased to 1.5 kV/cm.  The detectors were equipped with the faster VA163 based electronics. Gaussian fit of hit residuals distribution gives 3 times better standard deviation of 230 m.
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Fig. 2.2.2.3.4. GEM chambers integrated into BM@N experimental setup
Four 660×412mm2 detectors were involved in SRC experiment for identification of correlated protons in 2018 year. The positions of GEM detectors in SRC experimental setup are shown on Fig. 2.2.2.3.5. 
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Fig. 2.2.2.3.5. Schematic view of the SRC@BMN experimental setup
The final configuration of the central tracking system consists of 14 GEM detectors (Fig. 2.2.2.3.6):
• 7 GEM detectors of the size 1632×450 mm2 – above the vacuum beam pipe;
• 7 GEM detectors of the size 1632×390 mm2 – below the vacuum beam pipe.
Since the magnetic field is perpendicular to the electric field direction inside the GEM chamber, electron avalanche in the gas gaps drifts at some angle (the Lorentz angle) with respect to the normal to the readout board. The electron cloud drift results in a displacement of the collected charge, which is called Lorentz shift. The shift value depends on the field strength and gas properties. To eliminate a systematic shift of the reconstructed tracks in the magnetic field, GEM detectors are oriented in alternating order so that the electric field for the neighboring planes has opposite directions (see Fig. 2.2.2.3.6).
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Fig. 2.2.2.3.6. A technical drawing of the BM@N GEM tracking system.
Seven top GEM detectors have been studied using d, C, Ar, Kr beams of the Nuclotron accelerator. Seven bottom GEM detectors of the BM@N central tracking system have been assembled in 2019. Now the detectors equipped with electronics are under long-term measurements with cosmic rays. Three bottom GEM detectors of the BM@N central tracking system have been assembled and tested using cosmic rays. The last four bottom GEM detectors were assembled at the end of 2019 at CERN DT and MPT Workshop. Seven GEM chambers with the size of 1632×450 mm2 are currently the biggest GEM detectors in the world. The full configuration with 14 GEM detectors (~90000 readout channels) is planned to be integrated in the BM@N experimental setup at the middle of 2021 with the electronics based on VA-163 chips
The development of the mechanics design to provide GEM planes precise installation inside the magnet was performed by Ltd «Pelcom-Dubna» (Dubna, Russia) (see Fig. 2.2.2.3.7). The production of the mechanics will be performed till 06.2021.
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Fig. 2.2.2.3.7. A design of the mechanics for GEM planes precise installation inside SP-41 magnet
Material budget for the GEM central tracking system full configuration together with electronics and support mechanics was estimated (see Fig. 2.2.2.3.8). 
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Fig. 2.2.2.3.8. Left panel: Detailed geometry of GEM planes for heavy ion beam run. Right panel: Material budget of the GEM central tracking system full configuration (angular distribution).
To reduce oxygen and moisture impurities in GEM gas mixture gas system is to be upgraded. It will consist of seven independent gas lines, one for each GEM plane.  Gas panel designed to control oxygen and moisture impurities in gas mixture is under development. It will be based on GE oxy.IQ analyzers.
For heavy ion program (up to Au-Au collisions) with the beam intensities up to few 106 Hz GEM electronics is to be upgraded to faster. VMM3a and TIGER ASICs are considered as possible candidates. First tests of FEE based on both chips are already started. For VMM3a tests with BM@N GEM detectors Kintex7 based 128-channel evaluation board was designed  and produced (see Fig. 2.2.2.3.9). Before 2023 new electronics will be integrated into the BM@N experimental setup.
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Fig. 2.2.2.3.9. Kintex7 based 128-channel GEM evaluation board for VMM3a tests 

2.2.2.4. Outer tracker based on DCH chambers
The purpose of the outer tracker is to provide link between tracks measured in the central tracker and hits in the ToF detectors. It consists of big drift chambers which will be complemented with CSC detectors (cathode strip chambers) to perform track measurements in Au+Au collisions. 
The Drift Chamber (DCH) consists of 4 double coordinate planes with the following parameters: the wire inclination angles of 0, 90, ±45°, the wire pitch of 10 mm, the outer dimensions of the sensitive area of Yout ± 1.2 m, Xout ± 1.2 m, the beam hole radius of Rmin = 10 cm, 256 wires per coordinate plane, 2048 wires per chamber. The outer view of the DCH chambers is shown in Fig. 2.2.2.4.1. The performance of the DCH chambers to measure the angular distribution and momentum of the deuteron beam in the first technical run are illustrated in Fig. 2.2.2.4.2 and 2.2.2.4.3.
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Fig. 2.2.2.4.1. Two DCH chambers installed in the BM@N experimental zone.
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Fig. 2.2.2.4.2. Right plot: map of the vertical component of the magnetic field of the spectrometric magnet measured at the horizontal plane of the beam. Left plot: angular distributions of the deflected deuteron beam measured in two DCH chambers for different values of the magnetic field.
In 2014 - 2016 the Drift Chambers (DCH 1,2) were installed into the experimental setup in full configuration (4096 channels): 
1) HV and Low voltage supplies: MPOD Mini crate with ISEQ EHS F 040n HV module (16 channels) and 3 Low voltage modules (+5V) MPV 8008 D (Fig. 2.2.2.4.4, left); 
2) Low voltage supplies (8 pieces, -5V): FuG Elektronik NLN 700 - 6.5 (Fig. 2.2.2.4.4, right);
3) VME crates (4 pieces) with readout modules (64 pieces) TDC64V (Fig. 2.2.2.4.5).
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Fig. 2.2.2.4.3. Right plot: mean angles (radians) and r.m.s. of the deflected deuteron beam measured in two DCH chambers for different values of the magnetic field integral. The red and dash lines show the nominal value of the momentum of the deuteron beam of 8.68 GeV/c with the accelerator momentum uncertainty of 2%. Right plot: momentum of the deutron beam calculated from the angular distributions for different values of the magnetic field integral. The red line with the colored error bar gives the nominal value of the beam momentum with the accelerator uncertainty.
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Fig. 2.2.2.4.4. Left - MPOD Mini crate with HV and LV modules; right -: Low voltage supplies FuG Elektronik
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Fig. 2.2.2.4.5. VME crates with readout modules TDC64V.
Due to the high occupancy of the DCH chambers in high multiplicity Au+Au collisions, the Drift Chambers will be supplemented by CSC detectors for experimental runs in 2020 and after. 

2.2.2.5. Gas system for central and outer trackers
The gas system for the central and outer tracker was installed into the experimental setup in 2016 (Fig. 2.2.2.5.1). 
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Fig. 2.2.2.5.1. The gas system for central and outer tracker.
The gas system consists of two parts: 1) the mixer system which delivers a  mixture of gases in a required ratio and pressure to downstream elements; 2) the distribution system, which delivers the gas in well defined quantities to the individual detectors.
The detector is supplied with a constant gas mixture with a precision better than 1%.  Each primary gas line is equipped with a Mass Flow Controller to measure the flow of gas components with appropriate accuracy and is equipped with purifier cylinders. The gas from the mixer is distributed to the distribution rack. The major design criterion of the distribution system is to provide a uniform gas supply to each detector. The gas line for the central and outer trackers is shown on Fig. 2.2.2.5.2 and Fig. 2.2.2.5.3. 
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Fig. 2.2.2.5.2. The gas line for the central tracker.The layout of the mixer module: HV – on/off valve, PCV – pressure control (constant) valve, PSV – pressure safety valve, Pur. – Purifier (H2O and O2), F – filter, MFC – mass flow controller (MKS Instruments firm), MKS 647C – power supply and readout (MKS Instruments firm). Component layout of the distributor module: FM – flowmeter (manually flow adjustment), oil bubbler – pressure and air protection, A – oxygen analyzer.
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Fig. 2.2.2.5.3. The gas line for the outer tracker. The layout of the mixer module: HV – on/off valve, PCV – pressure control (constant) valve, PSV – pressure safety valve, Pur. – Purifier (H2O and O2), F – filter, MFC – mass flow controller (MKS Instruments firm), MKS 647C – power supply and readout (MKS Instruments firm). Component layout of the distributor module: FM – flowmeter (manually flow adjustment), oil bubbler – pressure and air protection.
Some modification of the gas system should be implemented in 2019 - 2020. 
2.2.2.6. Outer tracking system based on CSC chambers
The full configuration of the outer tracking system for heavy ion program will consist of four planes of 1129×1065 mm2 CSC (cathode strip chamber) and two planes of 2190×1453 mm2 CSC. The CSC detectors are situated outside the magnetic field with the aim to make precise link to the tracks, reconstructed in the GEM detectors inside the analyzing magnet. Tracks refined in CSC are used to improve particles momentum reconstruction and to find corresponding hits in the time-of-flight systems ToF400 and ToF700. 
The first CSC detector with the size of the active area of 1129×1065 mm2 was designed and assembled at LHEP JINR in 2018. It consists of an anode plane located between two cathode planes (see Fig. 2.2.2.6.1a). The anode plane is a set of gilded tungsten wires with the diameter of 30 µm which are fixed on the plane with a step of 2.5 mm. The gap between the anode plane and each cathode plane is 3.8 mm. There is a spacer between the cathode planes to prevent deformation of the chamber due to the gas pressure inside. The anode wires are supported by two special wires strained across in the middle. Both cathode planes are made from PCBs (printed circuit boards). A two-coordinate readout of the signal is performed on two cathode boards using sets of parallel metal strips. The inclination angles of the cathode strips to the vertical axis are 0 degrees (X coordinate)  and 15 degrees (Y coordinate). The pitch of the X and Y strips is 2.5 mm. PCBs are glued to the support honeycomb. Because of a large multiplicity of charged particles in Au-Au collisions, readout layer is divided into outer (cold) and inner (hot) zones.
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a)                                                                                                                      b)
Fig. 2.2.2.6.1 a) Schematic cross section of 1129×1065 mm2 CSC b) 1129×1065 mm2 CSC integrated into the BM@N experimental setup.
Front-end electronics is based on the charge sensitive pre-amplifier chip VA163 produced by IDEAS – Integrated Detector Electronics AS (Norway). The chip has 32 channels. Each channel contains a charge-sensitive preamplifier, a shaper with 0.5 μs (VA-163 chip) peaking time and a sample-hold circuit. An analog multiplexer with 32 inputs allows one to perform serial read-out channel by channel. The chip can be used to amplify and read negative and positive charges in the range from -1.5 pC to +1.5 pC. The equivalent noise charge is 1900e without load, and 2000e at 50 pF input load. The integral linearity is 1% and 3% for the positive and negative charge, respectively. Each read out card includes four chips, which are installed, bonded and filled with black compound. Thus, we have 128 input analog channels read-out board (Fig. 2.2.2.6.2). The multiplexed data from each board are transmitted through 13 m of twisted pair flat cable to the 12-bit analog-to-digital converter (ADC) readout by the BM@N data acquisition system.
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Fig. 2.2.2.6.2. 128 channel read-out board. Front and back side view.
The CSC chambers can be operated with Ar(50)/CO2(50)/C3H8O(vapour),  Ar(75)/C4H10(25)/C3H8O(vapor)  gas mixtures. The gas system consists of two parts: 1) the mixer system which delivers a mixture of gases in a required ratio and pressure to downstream elements; 2) the distribution system, which delivers the gas in well defined quantities to the individual detectors. The gas system is produced by Ltd «Eltochpribor» (Zelenograd, Russia).
The LV power system is based on NTN 350-6,5 and NTN 700-6,5 LV modules. NTN low voltage module has adapter for a remote control via the Ethernet connection. The Ethernet control is used to record the low voltage value in the BM@N Slow Control System database. 
First beam tests of the 1129×1065 mm2 CSC were performed in 2018 in the argon beam with kinetic energy of 3.2 AgeV and the krypton beam with kinetic energy of 2.3 AgeV at the Nuclotron. The CSC was installed upstream the ToF-400 time-of-flight detectors as it is shown in Fig. 2.2.2.6.3. The main goal of the tests was to study the performance of the CSC detector and the FEE and readout electronics as a part of the BM@N experimental setup. The CSC was filled with the flowed Ar(75)/C4H10(25)/C3H8O(vapor) gas mixture and equipped with the VA163 based electronics. The signal clusters were reconstructed as groups of adjacent strips with amplitudes of signals above the threshold. For the reconstructed clusters, the center of gravity, the width and the total charge were calculated. The average cluster width is 6 strips which is equal to 15 mm. The gap size between the anode and cathode is planned to reduce to 3 mm instead of 3.8 mm in order to improve the spatial resolution in multitrack events. 
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Fig. 2.2.2.6.3. Schematic view of the BM@N experimental setup in March 2018
Tracks of charged particles were reconstructed in the GEM central tracking system and extrapolated into the CSC. The efficiency distribution over the chamber surface is presented in Fig. 2.2.2.6.4 (left). The efficiency for the area y < -5 cm was not estimated because of the relative location of the CSC and GEM detectors: the GEM detectors were covering the phase space only above the beam. The yellow vertical strip at x = 110 cm is an effect of the support wires. The green area at the left upper corner is due to a problematic front-end board. The combined tracks reconstructed from GEM and CSC hits were extrapolated to the TOF-400. Such procedure improves the momentum resolution and helps to separate secondary particles (π, p, K, light nuclei) in the momentum range 0.5-3.5 GeV/c (see Fig. 2.2.2.6.4, right).
 [image: ] [image: ]
Fig. 2.2.2.6.4. Efficiency distribution for CSC (left); preliminary particle identification of GEM+CSC tracks extrapolated to the ToF-400 (right).
Two CSCs of the size 2190×1453 mm2 (Fig.2.2.2.6.5) have been designed to cover the ToF-700 system on both sides and replace the existing DCH-1.2 chambers. The design of these cathode strip chambers is shown in Fig. 2.2.2.6.5. One cathode plane consists of 8 PCBs, each PCB is divided into hot and cold zones. The hole in the center of the chamber is designed for the vacuum beam pipe.  The gap size between the anode and cathodes is planned to be 3 mm. A two-coordinate readout of the signal is performed using sets of parallel metal strips with the inclination angle of 0 degrees for the X coordinate and 15 degrees for the Y coordinate. The pitch of the X and Y strips is 2.5 mm.
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Fig. 2.2.2.6.5. A technical drawing of the cathode strip chamber of the size 2190 × 1453 mm2 (15-degree strips are not shown in this picture).
The full configuration of the outer tracking system consists of 6 CSC: four 1129×1065 mm2 CSC – to cover the ToF-400 system and two 2190×1453 mm2 CSC – to cover the ToF-700 system.One 1129×1065 mm2 CSC has been studied using Ar and Kr beams of the Nuclotron accelerator and cosmic rays. All components for the assembly of three 1129×1065 mm2 CSCs are delivered to JINR. The assembly of three 1129×1065 mm2 chambers is at the final stage. After passing quality assurance and cosmic tests three 1129×1065 mm2 CSCs will be integrated into the BM@N setup in the middle of 2021.
The design of the 2190×1453 mm2 CSC cathode planes was developed. The production of the cathode planes is performed by “Mettatron group”. The technological equipment for the assembly is under development. The assembly process of the first 2190×1453 mm2 CSC is planned to be finished by the end of 2021 and of the second one – in the middle of 2022.
The full configuration with 6 CSC detectors with the electronics based on VA-163 chips (~35000 readout channels) is planned to be integrated into the BM@N experimental setup at the end of 2022. To improve the performance of the FEE, two new ASICs (VMM3a and TIGER) with the capability to measure both time and amplitude information are considered.  First tests of FEE based on both chips have already started. In 2023 the new FEE electronics is planned be integrated into the BM@N experimental setup.  

2.2.2.7. Time of Flight System TOF-700
Time-of-flight wall (ToF-700) placed at 7m from the target provides BM@N with the pion/kaon separation up to 3 GeV/c and proton/kaon separation up to 5 GeV/c.
The design of the Tof-700 wall is based on our experimental results obtained during multiple tests of various modifications of the glass multigap Timing Resistive Plate Chamber (mRPC) exposed in charge particles beam.
The wall size of 3.2x2.2 m2 is defined to satisfy the geometrical acceptance of the tracking detectors. A glass mRPC, a detector with high time resolution, good detection efficiency and relatively low cost, is the best choice as a basic element of the ToF-700. Glass mRPCs have been chosen to construct TOF systems in such experiments as ALICE, HARP, STAR and PHENIX. High resolution of ~60 ps was achieved with an efficiency above 97% and a crosstalk signal in the adjacent strips about few percent.
2.2.2.7.1. Design of the ToF-700 wall
Conventional glass mRPC suffers from serious shortcomings – low hit rate capability. Because of high bulk resistivity, 1012 - 1013 Ω/cm, mRPC made of ordinary (“window”) glass works well only up to several hundred Hz/cm2. But Monte-Carlo simulation of Au-Au collisions shows that the rate of particles going through region of the ToF-700 wall the around beam can be up to few kHz/cm2. To increase the mRPC hit rate capacity it is necessary to decrease the resistivity of glass electrodes. There are two ways to decrease the resistivity of “window” glass – to minimize its thickness or/and to heat the glass electrode. Our studies showed that the “warm” mRPS can provide us with good time resolution even at a rate of ~20 KHz/cm2.
Two types of mRPC were chosen for the construction of the wall plane: a “warm” mRPC for the central “hot” region with high rate of tracks, and a conventional “cold” mRPC for the “cold” region with low rate of tracks. An arrangement of 58 mRPCs in the wall plane is shown in Fig. 2.2.2.7.1. The hole in the wall center is for the beam pipe.
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Fig. 2.2.2.7.1. Arrangement of 40 “warm” and 18 “cold” mRPCs on the wall plane.
2.2.2.7.2. mRPC’s design and assembling
To reduce the fraction of events with double-hit in one strip, the chambers with different strip area (length) are mounted in the “hot” / ”cold” regions of the wall. 
To optimize the number of chambers types and sizes, only two types of mRPC were proposed: 18 “cold” mRPCs, each with the active area of 17.6x56 cm2 (16 strips of 1x56 cm2), for the region with the low hit rate and 40 “warm” mRPCs, each with the active area of 16 x 35.1 cm2 (32 strips of 1x16 cm2) for the region with the high hit rate and occupancy. The total number of chambers is 58, the number of strips - 1568.
 A schematic cross section of the “cold” mRPC is shown in Fig. 2.2.2.7.2: it consists of two identical five-gap stacks with an anode strip readout plate in between.
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Fig. 2.2.2.7.2. Schematic cross-section of the ten-gap mRPC.


Each stack is formed by six glass plates with the bulk resistivity of 2x1012 Ω/cm. The gap of 0.3 mm between the glasses is fixed by spacers – usual fishing-lines, which ran directly through the RPC working area. A graphite conductive coating with the surface resistivity of ~1 M/cm2 is painted to the outer surfaces of the external glass plates of each stack to distribute both the high voltage and its separate ground and to form the uniform electrical field in the stack sensitive area. 
The anode readout strips plate is a one-sided printed PCB with the thickness of 100 μm, the thickness of the copper is 35 microns. Signals are taken from both ends of the anode strips. The entire mRPC assembly is put into a gas-tight box.
A special workshop was prepared for production of mRPCs. It has space for washing, painting and stoving of glasses and a clean room for assembling mRPCs.
2.2.2.7.3. Heating and thermal stability of “warm” mRPC
In order to provide good time resolution for a high particle rate the “warm” mRPC should be operated at about 40 degrees Celsius. To warm the chamber a special surface heaters were designed. The required temperature inside the “warm” mRPC is achieved with the heaters installed on both sides, top and bottom. The heaters are covered with a 10 mm thick heat-insulated material to reduce the loss of heat. The mRPC thermo-stabilization system includes the digital thermometers soldered on the motherboard inside the mRPC box. Each chamber has two temperature-controlled heating channels. The thermometers are connected to microcontroller boards, which in turn are connected to a master controller. Each master controller has 32 channels to steer the power supplies which are connected to the heaters of the mRPC. 
The master controller receives temperature setting from the data acquisition computer and reads an actual temperature from the digital thermometers in the mRPC box. For smooth temperature stabilization a proportional-integral-differential regulator algorithm is implemented into the controller firmware.
2.2.2.7.4. Front-end electronics (FEE) of mRPC
A number of FEE channels for ToF-700 is 3136. As FEE for mRPCs readout the AddOn board developed for the HADES experiment was chosen. The 32-channels FEE module (32RPC board) designed for our mRPCs is based on the NINO chip. The output signal of the NINO amplifier-discriminator is the time-over-threshold pulse whose leading edge provides the time of the hit while its pulse width is proportional to the input signal charge.
The signals from mRPC are delivered to the 32RPC module by 50Ω coaxial cables with the MMCX connectors. Output LVDS signals are transmitted to the digitization module with the DHR-78F sockets. At present, a 64-channel VME time-to-digital converter TDC64VHLE based on the HPTDC chip is used for digitization. 
Controls of the power supply, threshold settings, stretch time settings and hysteresis settings of the 32RPC boards are done by a special designed power and control module (PWR&CTRL). The PWR&CTRL module is controlled by the U-40 VME module via a digital SPI interface.
2.2.2.7.5. The support of ToF-700 wall
The construction of the wall support is shown in Fig. 2.2.2.7.3. To ensure an overlap between active areas of the mRPCs, the chambers should be arranged on the wall in four layers. 
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Fig. 2.2.2.7.3. The design of the ToF-700 wall (model).
The wall consists of two subwalls. The chambers are located on both sides of the sub walls. Both subwalls can move relative to each other to provide access for installation and maintenance. 
2.2.2.7.6. ToF-700 data analysis
TOF-700 data analysis software was developed in the BMNROOT package framework. The analysis includes few stages and takes into account: INL (TDC non-linearity) corrections, VME crates Time Stamp differences, time corrections versus the T0 pulse width, time corrections versus the T0F pulse width, equalization of each strip time response for the main time peak. Finally, we use tracks reconstructed in GEM+DCH detectors and ToF-700 time data to reconstruct proton tracks and calculate the time correction for each strip (this correction shifts the reconstructed particle mass  to the nominal proton mass). Fig. 2.2.2.7.4 and Fig. 2.2.2.7.5 illustrate the quality of the fragment separation versus the track momentum and the ToF registration efficiency versus the track coordinate in DCH, respectively
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Fig. 2.2.2.7.4. Separation of hadrons and nuclear fragments in the plot of the particle beta vs momentum.
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Fig. 2.2.2.7.5. ToF-700 registration efficiency vs XY coordinate of tracks reconstructed in the DCH chambers.
2.2.2.8. Time-of-Flight system ToF-400
The Time-of-Flight system for charged particles identification consists of two walls of Multi-gap Resistive-Plate Chambers. The first wall will be positioned at 4 meters from the target (ToF-400), and the second one at the distance of 7 meters (ToF-700). The ToF-400 wall will cover about 3 m2 (Fig. 2.2.2.8.1). The main idea of ToF-400 is identification of charge products of interactions with small momentum deflected at big angles relative to the beam direction.
[image: D:\Documents\TOF\BM@N\for TDR\TDR_2017\Tof-400_v3_positionZX.png]
Fig. 2.2.2.8.1. Schematic view of the position of TOF-400 in the XZ plane
The TOF-400 wall consists of two parts (left and right) placed symmetrically to the beam. Every part consists of two gas boxes (modules) with 5 mRPCs each (Fig. 2.2.2.8.2, left). The active areas of the mRPCs overlap on 50 mm inside the box. The gas box is made from aluminum frame and covered by aluminum honeycomb for reduction of radiation length. The overlap of the gas boxes ensures crossing of the active areas of the detectors by 50 mm. The size of every part is 1.15 x 1.3 m2 (Fig. 2.2.2.8.2, right) defined to satisfy the geometrical acceptance of the tracking detectors. The gas boxes are mounted on the aluminum farm via the Bosch profiles for the box position adjustment.
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	Fig. 2.2.2.8.2 Gas box (module) with packed detectors (left) and a left part of ToF-400 wall mounted in BM@N hall (right).


The operation of the ToF400 system was started in the BM@N run at the Nuclotron in March 2018. The design of the supporting farm should be changed during 2020 to be able to mount the CSC detectors foreseen in the full configuration of BM@N.
2.2.2.8.1. Construction of mRPC, assembling and testing of ToF modules
The scheme of mRPC is presented in Fig. 2.2.2.8.3. The detector consists of three stacks with 5 gas gaps each. As resistive electrodes we use common float glass. The outer glass electrodes have a thickness of 0.42 mm. The internal glass electrodes have a thickness of 0.27 mm. The fishing line used as a spacer defines the 200 μm gap between all resistive electrodes. The outer part of the external glass electrode is covered by conductive paint with the surface resistivity about 2 – 10 MΩ/cm2 to apply high voltage. All internal glasses are floating. The pickup electrodes look like strips and are made on the PCB board. The main feature of the proposed triple-stack mRPC is that the readout strips are located only in the inner stack. This ensures that the construction is symmetric, and the speed of the signal transmission to the anode and cathode is the same. That prevents the dispersion of the signal.
A differential analog signal from a strip is transferred by a twisted pair cable to front-end electronics. The signal is read out from both ends of the strip. It provides a better time resolution and a determination of the coordinate of a particle along the strip. To get stiff structure, we glue paper honeycomb with a thickness of 10 mm on outer part of the external PCBs. The dimension of the active area of one mRPC is 300*600 mm2. It has 48 readout strips, is 10 mm wide and 300 mm long. To reduce crosstalk the gap between strips is 2.5 mm. Thus, the pitch of strips is 12.5 mm.
All the required mRPC are produced in 2017. Two additional detectors should be assembled to replace failed ones during 2020.
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	Fig. 2.2.2.8.3. Sectional view of the triple stack strip mRPC for ToF-400.


Assembling of mRPCs and modules was performed in building 42 of LHEP. The assembling area consists of three clean rooms for washing and drying glasses, assembling and optical control of mRPC. Also, there is a room for assembling of ToF-400 modules. The test setup for modules was located in the building 202 of LHEP. Each assembled module is tested immediately after production. Tests include HV test, signal transition test to control reliability of soldering and connections inside the module. After that, all modules are tested in a cosmic ray test setup. We foresee four weeks in total to test one 2-module stack, including two weeks reservation time for setting up HV and detectors conditioning and 2 weeks for data taking.
All ToF-400 modules were produced in 2017.
2.2.2.8.2. Electronics for ToF-400
The fast front-end preamplifier discriminator NINO chip developed for the ALICE TOF were used in the BM@N Time-of-Flight system. The chip has 8 channels and processed on 0.25 μm technology. Each channel includes an ultra-fast preamplifier with a peaking time less than 1 ns, a discriminator with a minimum detection threshold of 10 fC and an output stage which provides the LVDS output signal. The output signal has time jitter less than 25 ps. Its pulse width depends on the input signal charge. Each channel consumes less than 30 mW. The 24-channel amplifier-discriminator FEE board was developed in LHEP JINR during 2015 – 2017 (Fig. 2.2.2.8.4, left). The distinctive features of the ToF preamplifier board are the following: the stabilized voltage supply of the NINO chip, the input impedance matched to the impedance of the mRPC, capacitors at the inputs for two-side strip readout, the threshold remote monitoring and control, the board and the gas space thermal monitoring.
All FEE cards (80 pcs + 10 pcs reserve) were produced in 2017. 
72-channel time-to-digital converters (TDC72VHL) based on HPTDC chip were developed and produced in LHEP JINR for data acquisition (Fig. 2.2.2.8.4, right). It is used for digitizing LVDS signals coming from the output of the NINO amplifier using cables Molex P/N 11102512xx with connectors Molex 76105-0585. Time sampling of the TDC72VHL is 24.4 ps per bin. The TDC72VHL provides the ability of the precise “White Rabbit” synchronization with other timing devices. Native time resolution of a TDC72VHL channel reaches 20 ps after applying the calibrations.
All TDC boards (27 pcs + 10 pcs reserve) are produced in 2017. Two VME crates were purchased and delivered in 2017.
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	Fig. 2.2.2.8.4. 24-channel amplifier-discriminator board based on NINO ASIC (left) and View of the TDC72VHL module (right)


2.2.2.8.3. Gas system
The mRPC works with a non-flammable Freon-rich gas mixture containing 90% C2H2F4 + 5% i-C4H10 + 5% SF6. The flows of component gases are metered by MKS mass flow meters, which have an absolute precision of 0.3% under constant conditions. Flows are monitored by a process control computer, which continuously calculates and adjusts the mixture percentages supplied to the system. The flow of the gas mixture can be adjusted in the range from 6 l/hour up to 90 l/hour, but running flows are expected to be typically about 40% of the full-scale flow on the mass flow controllers. For this flow the volume exchange rate is 2.0 per day. Gas will successively blow modules and go out to air through an oil flap. This simple open gas loop system based on MKS 1479A controller are designed and produced. The same system is also used for ToF-700.

2.2.2.8.4. HV & LV power supply and Slow control system
To provide high voltage power to the ToF modules, a 40 channels high voltage system produced by HVSys is used. The current system is not stable. The local connection to the HV device was disconnected several times during BM@N data taking. This leads to the need to stop the data set and gain access to the experimental area for a hard reboot of the device. New high voltage system produced by ISEG and WIENER companies (Germany) will be used in future. Ten iSeg EHS4080p(n) (4 channels, up to 8 kV and 1 mA) modules and one MPOD crate will be purchased during 2019-2020. 
Three low voltage supply modules iSeg MPV 8016I in one MPOD crate are used to power all FEE of the ToF system. 
To control the Time-of-Flight system of the BM@N it is necessary to monitor several parameters of different subsystems such as temperature monitoring, voltage and current monitoring, gas flow monitoring, etc. At present, the slow control system has been developed. The data of the slow control system are used during experimental data analysis. All of the slow control equipment components are acquired in 2017.
2.2.2.9. Detector T0 and Trigger System
Beam Line and Target Area Detectors, T0 detectors, and fast trigger systems are important part of the BM@N experiment for its heavy ion program and for studies of Short Range Correlations (SRC).
The detector system provides transport of heavy ions to a target, effective triggering of nucleus-nucleus collisions, and monitoring beam characteristics.  Special modules of trigger electronics based on FPGA were developed for these two experimental programs.

2.2.2.9.1. Detector for BM@N heavy ion program
T0 detectors have a pico-second time resolution and are used as start detectors for TOF measurements. Basic requirements to these detectors are:
· time resolution better than 50 ps;
· ability to work in beams with high intensity up to 106 ions/s;
· minimal material in the beam line;
· high radiation hardness.

[bookmark: _GoBack]Beam detector T0 (BC2), which was used in 2017-2018 runs, had a 0.8 mm thick plastic scintillator, tilted by  45о with respect to the beam axis. MCP-PMT PP0365G (Photonis) was used as a photosensor. Light collection was performed by an air light guide made from thin aluminum mylar. A general view of the detector is shown in Fig.2.2.2.9.1 together with time resolution obtained during the 2017 run in the beam of carbon ions with 4.5 GeV/n energy. 
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Fig. 2.2.2.9.1. Left – detector T0 (BC2), right – time resolution obtained in beam of carbon ions with 4.5 GeV/n energy (run 2017).
The new T0 detector, which is currently being developed for future  BM@N heavy ion runs, has more sophisticated design and is one of the beam detectors whos active elements are placed in the vacuum beam pipe upstream of the target. 
The following radiators will be used for registration of beam ions:    
· thin scintillator BC400B 30 × 30 × 0.15 мм – for light nuclei;
· thin Cherenkov radiator from optical quartz 40 × 40 × 0.20 мм – for heavy nuclei.
Scintillation (or Cherenkov) photons are collected to two MCP-PMT XPM85112/A1-Q400 (Photonis), which provide excellent timing and are able to work in a high magnetic filed. The later is important, since the detector should be placed close to the target inside the analysing magnet of the BM@N. A scheme of Т0 elements is shown in Fig. 2.2.2.9.2. 

[image: ]
Fig. 2.2.2.9.2. Т0 configuration in future  BM@N runs: А) placement of the detector elements within the section of the vacuum beam pipe; В) design of the PMT and FEE mount; С) phototube XPM85112/A1-Q400 .

In order to ensure stable amplification of the MCP-PMT in the conditions of high intensity heavy ion beams, the PMTs will be run in a low-gain mode. Additional amlification as well as pulse shaping will be done by the front-end electronics placed in the same housing with the phototubes.
The detector signals are sent to fan-outs and, after splitting, go to the inputs of the DAQ modules TQDC and TDC72VHL, to the trigger electronic unit T0U, and to the CAEN waveform digitizer N6742. The later is used for tuning and monitoring the detectors. The design foresees easy replacement of the internal part of the detector which includes the scintillator (or quartz radiator) and the light guides made from 20 μm aluminum mylar.  

Fast interaction trigger for heavy ion program of the BM@N 
The trigger system for the BM@N heavy ion program, schematically shown in Fig. 2.2.2.9.3, includes the following detectors:
· beam counters in the vacuum transport line BC1, BC2(T0) and VC;
· multiplicity detectors in the target area BD and SiD;
· detector of charged high-momentum fragments FD;
· forward hadron calorimeter FHCal.
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Fig. 2.2.2.9.3. Trigger detectors in the BM@N experiment (not in scale): beam detectors BC1, BC2(T0) and VC; multiplicity detectors in the target area BD and SiD, forward detectors FD and FHCal.

A system of beam counters provides registration of incoming beam ions up to the target, rejecting interactions of ions in the upstream trigger and tracking detectors, and excluding particles from the beam halo. Beam detectors include a scintillation counter BC1 based on 100 × 100 × 0.25 mm3 plastic scintillator BC400B viewed by two PMTs Hamamatsu R2490-07; the counter BC2(T0) described in the previous section; and a veto-counter VC, which has two PMTs Hamamatsu R2490-07 viewing plastic scintillator 100 mm in dia. with 27 mm dia. hole for the beam.
Fast coincidence of the pulses from counters BC1 and BC2 with the absence of a signal from the counter VC provide the condition for forming a «Beam Trigger» signal in the electronic trigger unit T0U. High amplitude threshold is used for BC1 and BC2 pulses in order to reject fragments which come from upstream interactions. Besides that, the pulse from BC1 is sent to a discriminator with a relatively low threshold in order to form «Before/After protection» signal in order to veto registration of events when more than one beam particle enters the experimental setup withing a narrow time window. 
	Trigger multiplicity detectors are placed close to the BM@N target and count secondary charged particles produced in nucleus-nucleus collisions in the target. These detectors include 
· scintillation Barrel detector (BD), that has granularity of 40 channels and covers polar angles >40о (the target is placed inside the BD);
· Silicon detector (SiD), which covers small polar angles, has granularity of 64 channels, and is 300 μm thick.


Barrel detector

Active area of the Barrel detector has cylindrical shape with dia. 90 mm. It consists of 40 scintillation strips 150 × 7 × 7 mm3 made of plastic BC418. 
Each strip is wraped by aluminum mylar and on one end is connected to a photosensor SiPM Micro FC-60035-SMT, 6 × 6 mm2 (SensL). Signals from FEE of the BD are sent to the input of the trigger unit T0U. Fig. 2.2.2.9.4 shows general view of the BD without external protective cover. 


[image: ]    [image: ]

Fig. 2.2.2.9.4. Left – view of detector BD: 1 – scintillation strips, 2 – plate with SiPMs, 3 – FEE plate; right – backside of the plate with SiPMs.

[bookmark: _Hlk56850415]Fig. 2.2.2.9.5 shows a photo of the target area in BM@N 2018 run with detectors BD and SiD. It also presents pulses from one of the BD channels, measured by a waveform digitizer CAEN N6742.  The target is placed within the BD on its axis, which is the beam axis as well. Detector BD was used in the 2017-2018 runs (beams of C, Ar and Kr) and demonstrated high efficiency and response uniformity of all 40 channels. 
The new version of the BD front-end electronics, with reduced noise level, was developed in the year 2020; its production is scheduled for 2021.  
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Fig. 2.2.2.9.5. Top — view of the target area in BM@N run 2018 showing detectors BD и SiD;
bottom – pulses from one of the BD channels, measured by CAEN N6742.

Detector SiD
Detector SiD was developed and produced by the group of N.Zamyatin. In BM@N runs 2017 and 2018 active area of the SiD consisted of 64 radial strips with outer dia. 86 mm and inner dia. 32 mm (see Fig. 2.2.2.9.6, left). Currently, the detector undergoes an upgrade, because for future runs with heavy ions a larger hole is needed in the center of the detector in order to fit the diameter of a vacuum pipe added to the setup downstream of the target. The number of channels of the SiD and its read-out electronics will not be changed during the upgrade. 
	Signals from the detector front-end electronics are sent to a special module Si-Unit, which determines how many SiD channels had hits in the event. This information is passed to the trigger unit T0U, where the number of fired channels is compared to a preset trigger threshold. In addition, signals from all the channels are read out in the DAQ by TDC72VHL modules.



[image: ]
Fig. 2.2.2.9.6. Geometry of the Silicon detector SiD: left – in BM@N 2017 and 2018 runs; right – in future runs.

Experience obtained in runs with Ar and Kr beams (2018) showed that triggers based on counts in multiplicity detectors BD and SiD have a strong background due to δ-electrons produced by the beam ions along the beamline. Placing the beam region in vacuum reduces this background to some extent, but the strongest source of such a background is the target itself. If the multiplicity thresholds are set to a low level, the trigger can be generated by δ-electrons even when the beam ion passes the target without interaction. It should be noted that the target area is located in the magnetic field of the analysing magnet of the BM@N setup, and this  has considerable impact on possible trajectories of δ-electrons.  Therefore, the studies of the background and search for possible ways to reduce it was performed by Monte-Carlo simulation based on  QGSM + GEANT4 codes. The results of the studies showed that the background counts in the BD detector can be significantly reduced by a combination of Pb-shields: a 5 mm thick inner cylinder and additional 10 mm thick outer plates as shown in Fig. 2.2.2.9.7,  while the background counts in the detector SiD decrieses to an acceptable level if the detector is shifted downstream from the target by few additional cantimeters compared to the position in the 2018 run. New geometry of the target area with one of the possible configurations of the Pb-shielding of the BD is schematically shown in  Fig. 2.2.2.9.7. 
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Fig. 2.2.2.9.7. 3D model of the target area geometry with BD and SiD detectors and the Pb-shielding.

The results of the simulation for C + C, Ar + Cu  and  Au + Au  events are presented in  Fig. 2.2.2.9.8, where the probability of the trigger generation is shown as a function of multiplicity thresholds in the BD and SiD for the geometry from Fig. 2.2.2.9.7. Thickness of the  С, Cu and Au targets equal 2.0, 1.67 and 0.3 mm respectively. Two cases are compared: a correct trigger is generated by secondary particles from nucleus-nucleus interaction (blue) and a false trigger is caused by δ-electrons produced when a beam ion passes the target without interaction (red). One can see that such a configuration allows efficient triggering on interactions with significant suppression of the background for all combinations of colliding nuclei.
Fig. 2.2.2.9.9 shows distributions of the combined number of fired channels in the detectors BD and SiD depending on the impact parameter in C + C, Ar + Cu  and  Au + Au collisions. Based on the results presented in Fig. 2.2.2.9.9, one can conclude that with proper settings of the multiplicity thresholds it is possible to reliably select semi-central and central collisions in all the considered reactions.
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Fig. 2.2.2.9.8. Probability of false (red points) and correct (blue points) trigger generation as a function of threshold on the number of fired channels in BD and SiD for collisions C + C, Ar + Cu and Au + Au at energies 4.0, 3.2 and 4.0 GeV/n respectively. 
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Fig. 2.2.2.9.9. Distribution of combined number of fired channels BD + SiD for different centrality regions in C + C, Ar + Cu and Au + Au collisions.
	Forward detectors, which are placed at about 10 m downstream of the target, register high-momentum nuclear fragments (detector FD) and light charged particles and neutrons (FHCal) produced as a result of fragmentation of incident ions in the target.
Detector of fragments (FD)    
Cherenkov detector with sensitive area  160 x 160 mm2 is currently under development as a fragment detector. It is constructed out of four quartz plates 160 × 40 x 6 mm3 in dimension, each viewed from both ends by a set of several photosensors SiPM MicroFJ-60035-TSV (SensL) with active area  6 × 6 mm2. The detector will be located in front of the beam hole in the calorimeter FHCal. 
It is also planned that a similar multichannel Cherenkov detector built by the FHCal group and placed after the calorimeter overlaping the beam hole, will provide additional trigger information. This hodoscope covers active area similar to the FD, but have higher granularity. 
Fig. 2.2.2.9.10 shows simulated response of the FD proportional to the energy deposition by nuclear fragments as a function of the impact parameter in Au + Au collisions at energy 4 GeV/n. The code QGSM + GEANT4 was used for the simulations. The result demonstrates that in semi-central and central collisions there are no remaining heavy nuclear fragments capable to produce signals with large amplitudes in the FD. Also it should be noted that for peripheral collisions the amplitudes in the FD decrease quickly with decreasing impact parameter of the collision.  The obtained dependance of the FD response on the centrality is suitable for organizing the minimum bias trigger. Position of a possible threshold level is shown in the figure by the dashed line. 
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Fig. 2.2.2.9.10. The responce of the detector FD to the nuclear fragments as a function of the impact parameter in Au + Au collisions at 4 GeV/n.  
Forward hadron calorimeter
Forward hadron calorimeter FHCal is one of the detector systems of the BM@N setup and is described in detail in the corresponding chapter. Here we consider the FHCal only in view of potentially useful integration of this detector in the trigger system. Particlarly interesting for the interaction trigger are the calorimeter modules located in the region of the incident beam axis, where high energy neutrons, spectators from the projectile nucleus, hit the calorimeter. Heavy nuclei, such as Au, contain large number of neutrons that are released in the collisions and cause strong response in the corresponding modules of the FHCal. 
The distribution of the kinetic energy of the particles entering the FHCal is given in Fig. 2.2.2.9.11.    Two distinct regions well separated from each other can be seen, one – populated by the hits from charged particles (left), the second – where the spectator neutrons deposit their energy (right). 
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Fig. 2.2.2.9.11.  The distribution of the kinetic energy of particles entering the FHCal.

Fig. 2.2.2.9.12 shows the result of the simulation of the FHCal response to neutrons.  The sum of the kinetic energy of all the neutrons hiting the calorimeter as a function of the impact parameter is presented for Au + Au collisions at 4 GeV/n energy.  Highest deposition of energy 150 – 230 GeV is expected for impact parameters  7 < b < 10 Fm. In addition, one can see that for collisions with impact parameters b < 12 Fm  the sum of the kinetic energy of the neutrons exceeds 10 GeV, that can be used as a threshold value for selecting interactions in the target. 
[image: ]
Fig. 2.2.2.9.12. Distribution of the summed kinetic energy of neutrons entering the FHCal as a function of the impact parameter in Au + Au collisions at 4 GeV/n.

Trigger concept, electronics and interface. 
Trigger concept
In the BM@N 2018 run the trigger concept included the following options for event selection:
Beam Trigger:    BT = BC1 × BC2 × VC(veto)
Interaction Trigger: 
                    option 1 –   IT1 = BT × BD (N>N1)                                         
                    option 2 –   IT2 = BT × SiD (N>N2)                                       
[bookmark: _Hlk518987707]                    option 3 –   IT3 = BT × [BD (N>N1) + SiD (N>N2)]
The new concept for the future experiments with heavy ions foresees extension of the event selection logic by additional trigger options: 
Min.Bias Trigger:   MBT = BT × FD × FHCal(n)
Semi-central & Central collisions: MBT × BDlow× SiDlow
Central collisions:  MBT × BDhigh× SiDhigh


Trigger electronics – T0U module
The trigger electronic unit T0U, where the event selection logic is implemented and the trigger signal is generated, is based on FPGA chips and uses a specially developed software interface, which allows selection of a suitable option from a set of preprogrammed triggers,  and modification of threshold values for the trigger signal. In addition, this module provides control and monitoring of the power supply for the front-end electronics of the trigger detectors. The T0U module can accept up to 76 input signals. The unit is assembled in a standard 2U rack mount module (see photo in Fig. 2.2.2.9.13). 
The T0U has a modular structure, its scheme is presented in Fig. 2.2.2.9.14. It has a motherboard (8 layers PCB) and mezzanine boards of 4 different types. The motherboard performs the following tasks: 
·  fan-out of the input signals to the external modules (TDC72VHL) and to the L0 logic, 
·  generation of the trigger by the L0 processor based on the Altera Cyclone V GX FPGA chip,
·  servicing the mezzanine boards including
· 12 power supply cards (PSB) for FEE,
· 4 discriminator cards (DIB) used to accept analog signals from external detectors as inputs to the T0U, 
· 4 convertor cards TTL-NIM (TNB) used to provide output of the logical signals to external electronic modules,
· 1 Ethernet card (ETB), 
·  monitoring the trigger operation, collecting and sending out the information about the trigger parameters and the count rate. 

Control and monitoring of the trigger electronics is done by an external PC connected to the T0U module  by optical link, Ethernet, or USB 2.0 connection. Fan-out of the input signals is performed by chips  Micrel SY58608U which have short delays < 300 ps, sharp signal fronts < 100 ps, and can process 2 GHz signals. After splitting, the signals are sent to the DAQ modules through the connectors Molex 76105-0585.
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Fig. 2.2.2.9.13. Photo of the T0U module: 1 – output connector Molex for sending signals to TDC72VHL; 2 – input HDMI connector; 3 – FFE power supply card; 4 – card with output connectors for sending generated logical trigger signals to external modules. 
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Fig. 2.2.2.9.14.  Scheme of the T0U structure.
Control of the T0U and monitoring of the beam conditions are performed by the interface program T0U Manager via two USB channels with data transmission rate of 115200 Baud:
•  channel for sending commands and summary information about beam spills; 
•  channel for monitoring beam extraction intensity in real time; count rate in several most important output channels can be displayed. 

Trigger interface
As already mentioned, the software interface T0U Manager allows to control the work of different elements of the T0U module and to read out the beam extraction information and count rate in few important points of the trigger scheme. In addition, the T0U Manager  performs communication with the FEE power supply cards (setting the voltage values and switching power on/off). Also, the T0U Manager allows one to select the trigger logic for different conditions of data taking.  The window of the software interface is shown in Fig. 2.2.2.9.15. It displays in graphical form the state of the trigger logic (left side) and a set of operator panels (right side).  The panels are used to select or to set various trigger parameters, for example, discriminator thresholds, delays of the signals in the channels, activation of the inputs in the coincidence schemes, and so on. The operator can modify the choice of parameters settings during the data taking, and the applied changes are immediately reflected in the graphical representation of the trigger logic. It is possible to save the settings in a file for later loading as initial trigger configuration in the T0U module.
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Fig. 2.2.2.9.15. The window of the trigger interface during the BM@N 2018 run.
Upgraded version of the T0U electronic module and the corresponding update of the trigger interface were developed in 2020 taking into account changes in the trigger concept for future runs with heavy ions. 

New concept of trigger organization in future BM@N runs
The reasons for the developement of the new trigger concept, which is a modernization of the trigger used in the BM@N 2018 run, include:  
· addition to the interaction trigger new options provided by detectors FD and FHCal;
· division of the trigger electronics in two functional parts A and B. 
Part A is responsible for organization of physics triggers, based on the signals from the trigger detectors and implemented in the modernized T0U module.
Part B is responsible for forming additional special triggers, such as calibration triggers; for providing trigger downscaling in a mixture of triggers; and for implementation of the «Before/After protection». 
Schematically the new trigger concept is shown in Fig. 2.2.2.9.16. 
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Fig. 2.2.2.9.16. Trigger concept for the forthcoming BM@N 2021 run.

Readout electronics
LVDS signals from the trigger detectors and T0 counters after the fan-outs in the T0U module are passed to time-to-digital converters TDC72VHL developed and produced in the Laboratory of High Energy Physics (JINR). Analog signals from the detector FD as well as the summed signals from selected groups of FHCal modules are proposed to be sent to the waveform digitizers TQDC. In addition, a local DAQ based on waveform digitizers CAEN N6742 is used for preparing the detectors before a run and for monitoring them during the data taking.  

2.2.2.9.2  Detector for SRC experiments
The trigger system in the SRC 2018 run, shown in Fig. 2.2.2.9.17, was based on a set of scintillation counters including the beam counters BC1, BC2 (T0) and VC located upstream of the target (see photo in Fig. 2.2.2.9.18) and used to select incoming beam ions; the fragment counters BC3 and BC4 placed in the beam line after the target and used to determine the charge of projectile fragments; and the counters X1, Y1 and X2, Y2 which detected charge particles in the two-arm spectrometer. 
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Fig. 2.2.2.9.17 Scheme of the trigger detectors in the SRC 2018 run.
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Fig. 2.2.2.9.18.  Beam detectors in the SRC setup in 2018.
Signals from the counter BC3 were used in the trigger logic and in the offline analysis, while amplitude information from the BC4 signals was used only in the offline analysis helping to clearly determine the charge of the outgoing fragments. In both counters a 5 mm thick plastic scintillator plate was viewed by one photomultiplier tube. Registration of the pulses from the trigger counters in the DAQ was done by TDC72VHL and TQDC modules.
A set of fragment detectors will be modified for future SRC runs. It is planned to use three counters BC3, BC4 and BC5, and each of them will have a scintillator plate viewed by two PMTs.

T0 Detector
Detector T0 (BC2), which was used in the SRC run 2018, had 60 х 40 x 0.8 мм3 plastic scintillator tilted by 45о with respect to the beam axis, so that its active area was approximately 40 х 40 мм2. As in the T0 detector for the BM@N experiment, a single photosensor MCP-PMT PP0365G (Photonis) served to detect the scintillation photons, and light collection was done by an air lightguide made from thin alyminum mylar. The time resolution of this counter obtained with carbon beam ions was equal to 113 ps, which is significantly worse than expected resolution (for comparison, the T0 counter for BM@N, similar in design, but with a smaller scintillator, showed the resolution of 57 ps in the same test measurement).   
For future SRC runs an enhanced system of two T0 counters is foreseen, the preparation of which started in 2020. Each of the two counters will have a thin scintillator 40 х 40 х 1 mm3  viewed from two sides by a pair of photosensors MCP-PMT XPM85112/A1-Q400 (Photonis). The front-end electronics developed for similar start counters in the BM@N setup will be duplicated in the SRC T0 detectors. 

Fast interaction trigger for the SRC experiment
In 2018 the interaction trigger for the SRC experiment was implemented based on the electronic trigger module T0U, which was a modification of the trigger module developed for the BM@N experiment, very similar in hardware, but with software interface adjusted to the SRC trigger requirements. The following trigger options were used in the event selection logic:   
 	Beam trigger:   BT = BC1 × BC2 × VC(veto)
	Interaction Trigger: 
                        option 1 –   IT1 = BT × [BD3low × BC3high(veto)]                                      
                        option 2 –   IT2 = BT × [(X1× Y1) OR (X2 × Y2)]                                        
                        option 3 –   IT3 = BT × (X1× Y1) × (X2 × Y2)
Most of the data collection in 2018 was carried out with options 2 and 3.
The trigger interface is shown in Fig. 2.2.2.9.19.
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Fig. 2.2.2.9.19.  Trigger interface in SRC run 2018.

The configuration of the two-arm spectrometer will be also modified for future SRC runs in order to increase the acceptance of the spectrometer and to improve proton/pion separation.
Development  of the new configuration continued in 2020 and design of some of the essential parts of the future setup was in progress at the time of writing this report. In particular, one of the questions which remained open was the exact organisation of the trigger signals coming from the detectors in two arms of the spectrometer.
Modernized T0U modules with updated software interface developed for future heavy ion runs of the BM@N will be able to satisfy extended requirements of the SRC experiment as well. The needed modifications in the logic of the trigger module that take into account the extended set of the trigger detectors will be implemented after the completion of the new configuration of the two-arm spectrometer. 

 
2.2.2.10. Zero degree calorimeter ZDC
Zero degree calorimeter (ZDC) consists of 104 hadron calorimeter modules: 68 and 36 modules with the cross section 15x15 cm2 and 7.5x5.7 cm2 correspondently, as shown in Fig. 2.2.2.10.1.
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Fig. 2.2.2.10.1. ZDC layout: central part consists of 36 modules with sizes 7.5×7.5 cm2, peripheral part contains 68 modules of 15×15 cm2
The central part consists of 36 modules with sizes 7.5×7.5 cm2, peripheral part contains 68 modules of 15×15 cm2. Small granularity in the ZDC center allows one to operate with the nuclear beam intensities up to 1 MHz, which is sufficient for the first stage of the experiment, and improve the space calorimeter resolution up to 7 mm. 
A schematic view of the ZDC module is shown in Fig. 2.2.2.10.2. The active module components are the PMT with the voltage divider, scintillation plates, lead absorber, light guide with the wave length shifter (WLS) placed in the light protective box which serves also as the module housing. 
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Fig. 2.2.2.10.2. ZDC module design. 1, 2 – 64 scintillator/lead layers, 3 –WLS, 4 – iron housing, 5 – PM (FEU-84) tube, 7 – PM high voltage base, 6 – mu-metal screen, 8 – fiber with an optical connector for LED light.
2.2.2.10.1. Moving platform
ZDC is located in a special moving platform manufactured for this purpose. The drawing of the platform and a general view of ZDC is shown in Fig. 2.2.2.10.3. The platform design and production were performed in Novo Kramatorsk, Ukraine in 2014.
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Fig. 2.2.2.10.3. ZDC setup inside of mowing platform.
ZDC was fully assembled in end of 2015. The ZDC on the platform is shown in Fig. 2.2.2.10.4. 
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Fig. 2.2.2.10.4. ZDC from 104 modules completely assembled.
The first results were obtained with Carbon ion beam in December 2015 (Fig. 2.2.2.10.5).
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Fig. 2.2.2.10.5. Total ZDC energy for Carbon beam with energy 3.5 GeV/Nucleon impact in ZDC center; right – 12Carbon, left – 6Li nuclei, correspondently.
A ZDC layout scheme is shown in Fig. 2.2.2.10.6. Colored cells shown ZDC layers. Signals from all modules of the layers are combined to get a total sum. The summation boards were assembled in IHEP, Protvino.
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Fig. 2.2.2.10.6. Mapping of 104 cells. Colored cells represent five layers for signal summation.
The HV system for ZDC-104 was developed and anufactured at LHEP, JINR.
2.2.2.10.2. Readout electronic and ZDC calibration
The ADC64s unit (https://afi.jinr.ru/ADC64) is used as ZDC readout electronics. ADC64 (Fig. 2.2.2.10.7). is a 64-channel 12-bit 50MS/s ADC device with signal processing core and Ethernet interface. It has dedicated serial links for the clock synchronization and data readout that allows system scalability to an arbitrary number of channels.
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Fig. 2.2.2.10.7. The ADC64s board
Zero Degree Calorimeter was calibrated in Carbon beam with energy of 4.5 GeV/nucleon (see Fig.2.2.2.10.8). 
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Fig. 2.2.2.10.8. ZDC energy spectra versus nuclear charge. The charge was measured by dE/dX countrer 10x10 cm2 situated in front of the ZDC centre module; the Carbon beam of 4 GeV/nucleon interacts with Pb target.
The ZDC energy distribution in the Inner and Outer parts of the calorimeter can be used for estimation of the interaction centrality. The Energy asymmetry (see, Fig. 2.2.2.10.9) is calculated as the ratio: 
Asymmetry = (EInner – EOuter)/ (EInner + EOuter).
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Fig. 2.2.2.10.9. The Energy Asymmetry distribution for different Run conditions: Left: – carbon beam without interaction with a target, Right: – carbon beam interacts with a Pb target of 9.9 mm thick.
2.2.2.11. Forward Hadron Calorimeter FHCAL
During 2018 – 2019, the following works were carried out to modernize the ZDC forward hadron calorimeter FHCAL:
· Calculation of doses and neutron fluxes of the ZDC calorimeter using FLUKA program. It was shown that for experiments with heavy ion beams, the dose and neutron fluxes in the scintillators of the modules in the central region of the calorimeter significantly exceed the acceptable levels, which would lead to the degradation of calorimeter characteristics such as the energy resolution and linearity of response. Therefore, for the BM@N heavy ion program it was decided to replace the existing ZDC calorimeter with a new hadron calorimeter with a beam hole in the center of the calorimeter which has a better energy resolution. The existing ZDC calorimeter can be used to measure the energy of forward going neutrons.
· In September 2019 a new forward hadron calorimeter was assembled and installed in the BM@N setup. The inner part of the new calorimeter is assembled from 34 modules with transverse dimensions of 150x150 mm manufactured at INR RAS. These modules are similar to the modules of the MPD calorimeter described in section 2.2.1.6. To assemble the outer part of the new calorimeter, 20 modules of the hadron calorimeter designed for the CBM setup, which is under construction at the FAIR accelerator complex in Darmstadt, were used. These modules were also manufactured at INR RAS. Temporary use of these modules for the BM@N calorimeter is regulated by a special agreement signed by the management of INR RAS, JINR, CBM and BM@N collaborations.
· The new hadron calorimeter is assembled on a platform specially made for this purpose.
· 54 boards to readout avalanche photodetectors with analog electronics were manufactured and tested. All the boards with this type of electronics were installed in calorimeter modules in September 2019.
· The digital electronics for data readout from the calorimeter modules based on ADC64 boards was produced.
· A technique has been developed for energy calibration of calorimeter modules, which uses longitudinal segmentation of modules. During 2018 – 2019, a work was also carried out on the development of the forward beam hodoscope for measuring the charge of fragments in the beam hole of the new forward hadron calorimeter. Two prototypes of such a hodoscope were made. Both prototypes were made of radiation resistant quartz. One of the hodoscopes was assembled with four quartz plates with dimensions of 40x4x480 mm, in which light from each of the plates was detected using a PMT. This hodoscope was tested in Ag ion beam during the physics run of the HADES experiment in 2019. Another prototype of the hodoscope detector with a quartz plate with a size of 3 x 5x 80mm was tested with cosmic muons at INR RAS. Cherenkov light was detected using a micropixel avalanche photodiode fixed at one of the edges of the quartz plate. For both prototypes, a light output was obtained for particles with a charge of one.
The future plans for the new forward hadron calorimeter and forward hodoscope are the following:
- Integration of data readout from the calorimeter modules and the detector slow control into the general BM@N DAQ and slow control systems.
- Testing the response of all the calorimeter modules with cosmic particles.
- Energy calibration of the calorimeter modules with cosmic particles.
- Perform a research on the light output of the hodoscope prototype based on the LFS crystal.
- Production and testing of a full-scale beam hodoscope.
All these works are planned to complete in the first half of 2020. Photos in Fig. 2.2.2.11.1 illustrate the present status of the new forward hadron calorimeter FHCAL.
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Schematic view of new FHCAL

34 inner modules - MPD type modules 
20 outer modules – CBM modules 
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New platform for FHCAL assembly
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View of the assembled FHCAL
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Installation of FEE on the rare side
Of the FHCAL
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FH prototype tested at HADES
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Quartz detector of 5x80x3 mm.
Light readout by Hamamatsu MPPC


Fig. 2.2.2.11.1. Illustration to the new front calorimeter status
2.2.2.11.1 Analysis of the ZDC experimental data from 2017-2018 physics runs.

The development of methods of centrality determination in nucleus-nucleus collisions for experimental data obtained on beams of carbon, argon and krypton nuclei with the ZDC at the BM@N during physics runs in 2017-2018 was continued in 2020. 
In these experiments events from the interactions of beam ions with a target located in the center of a cylindrical detector (Barrel Detector - BD consisting of 40 scintillation counters), were selected by a triggering of two or more BD counters. The reconstructed energy spectrum in the ZDC for the C + C at GeV/nucleon data is shown in Fig. 2.2.2.11.2a, black curve, The position of the right peak in this distribution corresponds to the energy of carbon ions passing through the target without interactions. The presence of a large number of such events in the ZDC spectrum is due to the ineffectiveness of suppressing such events with the BD trigger, which counts additionally delta electrons arising from the electromagnetic interactions of the carbon ions in the air and in the target. Thus, one of the primary tasks was to separate events with interactions in the target from the non-interacting events. For this purpose, a machine learning (ML) method was applied. It is based on the information about energy deposition in ZDC modules. Experimental data with an empty target, Fig. 2.2.2.11.2b, were used for preliminary training of the model and autoencoder tuning. This allows the mapping of the initial spatial distributions of particles energies at the calorimeter surface into a space of reduced dimension. This pre-learning allows to reduce the dimension of the problem, thereby improve the classification of the events. The pre-trained model was applied to experimental data with the target to separate events without interaction in the target. As a result of the described procedure, each event is assigned to one of two classes: with and without interaction in the target. The results of the separation of the experimental data by this method into events with interactions in the target (blue curve) and without interactions (red curve) are shown in Fig. 2.2.2.11.2a. The threshold of the probability of assignment to each class is chosen to be equal to 50%. The reconstructed energy was simulated in the calorimeter using the DCM-QGM model within the bmnroot framework with the GEANT4 as a transport code and FTFP-BERT physics list. It should be noted that the simulated distribution of the reconstructed energy in the ZDC with the trigger condition BD> = 2, the green curve in Fig. 2.2.2.11.2c, is very different from the distribution corresponding to MB events, the purple curve in Fig. 2.2.2.11.2c. 
Comparison of the experimental energy spectrum of the events with interactions in the target selected with machine learning method with the spectrum obtained in simulation under the same conditions for the trigger, Fig. 2.2.2.11.2d, shows a noticeable shift towards higher energies in simulations in comparison with the experimental data. Probably, the problem is caused by both the inefficiency of the trigger, which is based on the BD detector information, and the imperfect calibration of the ZDC calorimeter on cosmic muons. Further improvement of the calorimeter calibration by the muon tracking method and by using of single-nucleon clusters in the experimental data and corresponding correction of the calibration coefficients of the calorimeter modules is proposed to do in 2021.
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Figure 1. (a) - Reconstructed experimental ZDC energy spectrum for the C + C reaction at a collision energy of 4 AGeV. The black curve is the experimental spectrum, the blue and red curves are the decomposition of the ZDC spectrum into components corresponding to interactions in the target (blue curve) and without interactions in the target (red curve), performed using machine learning. (b) Reconstructed experimental ZDC energy spectrum with an empty target. (c) - Simulated ZDC energy spectrum. The magenta curve corresponds to the MB events, the green curve corresponds to the events with the trigger condition BD> = 2. (d) - Comparison of the energy distribution for experimental events with interactions in the target (blue curve), selected using a machine learning approach, with the ZDC energy distribution at the same trigger condition (green curve).

2.2.2.11. 2 Assembling and testing the new FHCal calorimeter.
In future experiments at the BM @ N facility with bismuth and gold ion beams, the new FHCal forward hadron calorimeter will be used to measure the centrality and reaction plane orientation. In 2020 this calorimeter was completely assembled, including the installation of FEE boards with photodetectors in all calorimeter modules, as well as readout electronics. Photos of the calorimeter installed in the BM @ N experimental hall on a mobile platform are shown in Fig. 2.2.2.11.3.
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[bookmark: __DdeLink__467_2184614897]Figure 2.2.2.11.3. Photos of  new FHCal calorimeter. Left, front view. Right, rear view of the calorimeter with electronics.

The calorimeter consists of 54 separate modules of two standard sizes. The FHCal outer part is assembled from twenty modules of the hadron calorimeter from the CBM experiment at the FAIR accelerator complex. They have transverse dimensions 20 × 20 cm2 and the length is equivalent to 5.6 nuclear interaction lengths. These modules will be temporarily used in the BM@N hadron calorimeter of the BM @ N experiment until the start of the CBM experiment at FAIR. The inner part of the FHCal consists of 34 modules with a transverse sizes of 15 × 15 cm2 and has a shorter length equal to 4 nuclear interaction lengths. These internal modules are identical to forward hadron calorimeter modules of the MPD experiment at the NICA accelerator complex. Both types of the modules have the same internal structure and consist of alternating 4 mm thickness scintillator layers and 16 mm thickness lead plates. The modules were designed and manufactured at INR RAS. In the center of the calorimeter there is a square-shaped beam hole intended for the passage of the ions beams and heavy fragments, which makes it possible to reduce the radiation dose in the calorimeter and the neutron background at the rear part, where the photodetectors and electronics are located.
In 2020 the installation and adjustment of the FEE readout electronics boards were carried out, 54 in total. For data readout, a system of 8 ADC64s2 ADC boards was assembled. Each board can read up to 64 channels of differential signal, all boards have been integrated into the common DAQ of the BM @ N experiment. The communications cable channels from the DAQ rack to the calorimeter and its systems have been renewed. Ethernet cables are laid to all 8 ADC boards, as well as optical cables for transmitting signals from the White Rabbit (WR) system and coaxial cables to provide the ADC boards with trigger logic signals. At the moment a Java code using a package of modules for working with a serial interface is used as a system to control the detector parameters. In the future, it is planned to improve the software part of the DCS calorimeter system and integrate it into the general DCS system of the BM @ N experiment.

2.2.2.11.3 Calibration of the calorimeter modules with cosmic muons.
 The longitudinal and transverse segmentation of the new hadron calorimeter makes it possible to calibrate it using cosmic muons, since the absence of the muon beams at the Nuclotron accelerator does not allow calibration at the beam. The electronics of the data acquisition system (ADC) makes it possible allows to collect data from cosmic muons by both self-trigger and using a trigger from an analog adder. Aggregate signals from the sections of all modules are collected, summed up and fed to the discriminator. By adjusting the discrimination threshold it is possible to set the required minimum number of triggered sections for accurate determination of the muon track that has passed through the calorimeter. To reconstruct muon tracks, a special algorithm was developed for searching the tracks in the 3D space in the calorimeter sections. An example of the reconstructed muon track is shown in Fig. 2.2.2.11.4, left.
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Figure 2.2.2.11.4. Left, an example of a 3D view of a muon track in FHCal. The result of the track length correction in one of the sections of the FHCal module, on the right. The blue curve shows the muon spectrum before the correction, the green curve shows the muon spectrum after the correction of the track length. The corrected spectrum is fitted by the Landau and Gaussian function (langaus, red curve).
The corrected spectrum fits much better with the standard convolution function of the Landau and Gaussian function (shown in red). With this approach the calibration constants for all calorimeter sections can be determined.
At the moment, the central part of the calorimeter has been calibrated using both a self-trigger and a trigger using an analog adder. The results of applying of the developed method of energy calibration of FHCal modules by cosmic muons demonstrate an improvement in the calibration accuracy and the efficiency of this method of FHCal calibration.

2.2.2.11.4 Development and testing of a quartz beam hodoscope (FQH) for FHCal
The presence of a beam hole in the calorimeter leads to a significant leakage of heavy fragments through this hole and, as a consequence, to a non-monotonic dependence of the deposited energy in the calorimeter on the collisions centrality. To solve this problem, it is proposed to use a nuclear fragment hodoscope installed in the calorimeter hole, which will measure the charges of heavy fragments. This information from the forward hodoscope will allow, as show the simulation results, to restore the energy of the fragments and take it into account when reconstructing the total energy of the spectators  (together with the energy measured by the calorimeter). In this case, the dependence of the total energy on the centrality becomes monotonic, which makes it possible to determine the centrality of the interactions. To determine centrality, two-dimensional correlations between the energy in the calorimeter and the sum of the measured in the hodoscope can be used also. The hodoscope will be installed at the beam axis behind the calorimeter and will completely cover the calorimeter beam hole. The hodoscope is assembled from 16 quartz plates 160 mm long, 4 mm thickness and 10 mm wide. The active area of ​​the hodoscope is 160x160 mm2. Each hodoscope plate is wrapped into a reflector. Light from each of the 16 quartz plates is read from two opposite ends by two pairs of photodiodes. Avalanche photodiodes (silicon photomultipliers), type MPRS S12572-015P with an active region size of 3x3 mm2 and a quantum efficiency of about 20%, manufactured by Hamamatsu will be used,. The response of an individual hodoscope detector and the homogeneity of its light collection were investigated in 2020 at a test electron beam with an energy of 300 MeV at the FIAN "Pakhra" synchrotron. Fig. 2.2.2.11.5, right, shows the result of measuring the homogeneity of light collection from both ends of the plate.
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[bookmark: __DdeLink__972_2845663994]Figure 2.2.2.11.5. Left, photo of the assembled beam hodoscope. Right, inhomogeneity of the light output along the length of the quartz plate. Lines with blue and crimson colors correspond to two pairs of photodiodes located at opposite ends of the plate. The red line corresponds to the inhomogeneity of the light output averaged over signals from opposite ends.
The average light output from the two ends of the plate corresponds to about 5 photoelectrons, which makes it possible to reliably detection even particles with a charge Z = 1. Since the intensity of the Cherenkov radiation is proportional to the square of the charge, for fragments with Z = 2, the signal should already be about 20 photoelectrons. Note that the strong dependence of the signal amplitude on the distance to the photodiode can be used to determine the point of passage of the particle through the hodoscope, which will makes it possible to determine the coordinates of the particle. The inhomogeneity of the response does not exceed 5% when the light is measured by pairs of photodiodes from two opposite ends of a quartz plate. To further increase the light output of the quartz detector, it is planned to use in the final assembly of the hodoscope the latest silicon photomultipliers from Hamamatsu (Japan), type S14160-3015PS, with a quantum efficiency of light detection 1.5 times higher than that of the photodiodes used in these tests. Because at the initial stage of the Nuclotron operation beams of light nuclei (carbon) will be used, an additional similar hodoscope with scintillator plates was constructed. It is planned to test both hodoscopes at the electron beam of the “Pakhra” accelerator. 



2.2.2.12. Electromagnetic calorimeter ECal
The design of the ECAL modules and readout electronics was based on the “shashlyk” modules developed for the MPD ECAL calorimeter (see section 2.1.7.2). In the BM@N run in the argon and krypton beams of the Nuclotron performed in Spring 2018 one arm of the ECAL calorimeter consisting of 49 modules was operated. The photo of the one-arm ECAL calorimeter inside the BM@N analyzing magnet and the schematic view of one “shashlyk” module are given in Fig.2.2.2.12.1.  
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Fig. 2.2.2.12.1. Left: One arm of the ECAL calorimeter inside the BM@N analyzing magnet. Right: schematic view of one module of the ECAL calorimeter. 
The task of the ECAL group in 2019 was to process data from the electromagnetic calorimeter obtained in the argon and krypton beam runs. The main effort was focused on the separation of signals from gamma against the background signals from neutrons and charged particles The most effective method of separation of particles is based on the signal time analysis. The Monte Carlo simulation showed that the time distribution of signals in clusters produced by gamma rays and other particles are significantly different. 
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Fig. 2.2.2.12.2. Location of the two arm ECAL calorimeter (red boxes) behind the GEM detectors (green figures) inside the BM@N analyzing magnet foreseen for next experimental runs in 2020-21 
Subsequent analysis of experimental data and simulation results showed that the vast majority of detected events in ECAL are background from charged particles, neutrons and gammas produced outside the target. Monte Carlo simulation   shows that the difference in time of signals in a pair of clusters from gamma originated from π→γγ decay does not exceed 0.5 ns. For background events, this value is much larger. Fig. 2.2.2.12.3 shows the simulation results for π→γγ decay and the signal time difference dT for any two clusters in the experimental data.
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Fig. 2.2.2.12.3. Time distribution of the difference in the arrival of signals from a pair of clusters: the π→γγ simulation (left) and the experimental data (right).
Using the criteria on the cluster time difference together with the analysis of the energy and shape of the clusters, it was possible to suppress the background by 3-4 orders of magnitude. As a result, more pure events containing two gamma quanta remained for the final analysis. An example of such an event is presented in Fig. 2.2.2.12.4.
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Fig. 2.2.2.12.4. Selected event according to the formulated criteria.
The final analysis of the data of the selected events was carried out according to the standard procedure, namely, by constructing the effective mass from a pair of clusters, reproducing the background mass distribution by a “mixing event” method, and then subtracting the background from the effective mass spectra. The result of this analysis is presented in Fig. 2.2.2.12.5. The chosen method of selecting of 2-gamma events using the time analysis made it possible to select decays of π0 mesons. Unfortunately, due to the small acceptance of the one-arm calorimeter located rather away from the beam in the BM@N argon and krypton runs, the overwhelming number of events included in the effective mass spectra shown in Fig. 2.2.2.12.5 are from decay photons of different particles. To increase the acceptance of the calorimeter for detection of π0 mesons it is foreseen to add a second arm to the ECAL installation (Fig.2.2.2.12.2). The installation of the two-arm calorimeter is planned in 2020.
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Fig. 2.2.2.12.5. Separation of the π0 meson in the spectrum of effective masses of γγ.
2.2.2.13. BM@N DAQ system and computing
The core function of the DAQ system is realization of data transfer from the detector to the storage system. It includes the data flow from readout electronics to the First Level Processor (FLP) fabric, to the Event Building (EB) and to the Storage System. Main DAQ components are data transfer networks, data processing servers, online storage system, software packages, network communication protocols and data formats. Readout electronics interface, Clock and Time Synchronization (Timing) System and Trigger Distribution 
DAQ system at BM@N consist of 3 large parts: 
· Electronic modules, developed by DAQ group, which include DAQ electronics, digitizing modules for all detectors at BM@N, detector control modules, front-end electronics and specific modules;
· Network infrastructure includes White Rabbit Network, Data Transfer Network, Slow Control Network and First Level Processors (FLP).
· Data processing, management, analyzing, utility and control software. 
2.2.2.13.1. Electronics modules
DAQ Electronics.
FVME2 Controller is a VME64x bus controller module, which collects data from VME modules, transmits the data to the server (FLP) via optical link and controls modules within one VME crate. 
PEXML-4 (Fig. 2.2.2.13.1, left) is PCI-E interface module. It’s mounted into FLP, receives data from FVME Controller and transmits setups for VME modules to Controller using M-Link protocol. 
FVME2 TMWR module (Fig. 2.2.2.13.1, middle) is used for clock and trigger distribution and time synchronization via White Rabbit protocol within one VME crate. Every FVME2 TMWR module at different VME crates are synchronized between each other by White Rabbit network. 
UT24VE RC (Fig. 2.2.2.13.1, right) is universal 24 TTL I/O VME64x board with White Rabbit support, which used for implementation trigger logic.
For 2013-2019 years 16 FVME2 Controllers, 16 FVME2 TMWR, 20 PEXML-4 and 16 UT24VE RC were produced for BM@N, detector and DAQ test stands and for reserve.
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	Fig. 2.2.2.13.1. PEXML-4 (left), FVME2 TMWR (middle), UT24VE RC (right)


Digitizing modules for detectors.
There are two large family of digitizing modules: time to digital converters (TDC) and waveform digitizers (ADC). 
TDCs are used at TOF400, TOF700, DCH and FFD detectors and ADCs – at ECal, ZDC, GEM, STS and CSC detectors.
TDC72VHL and TDC64VHLE (Fig. 2.2.2.13.2, left and middle) is 72-channels and 64-channels VME64x modules with 25 ps resolution. The first one digitizes signals from TOF400 and FFD, the second one – from TOF700.
TDC64V (Fig. 2.2.2.13.2, right) is 64-channels VME64x module with 100 ps resolution and used for digitize signals from DCH.
For 2013-2019 years 69 TDC64V, 55 TDC64VHLE and 35 TDC72VHL were produced for BM@N, detector and DAQ test stands and for reserve.
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	Fig. 2.2.2.13.2. TDC72VHL (left), TDC64VHLE (middle), TDC64V (right)


ADC64VE and ADC64s2 (Fig. 2.2.2.13.3) are 64-channels 62.5 MSps waveform digitizers. ADC64VE is used at GEM, STS and CSC detectors, and ADC64s2 – at ZDC and Ecal. For 2013-2019 years 42 modules ADC64s2 and 50 modules ADC64VE were produced for BM@N, detector and DAQ test stands and for reserve.
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	Fig. 2.2.2.13.3. ADC64VE (left) and ADC64s2 (right)


Detector control modules.
Front-end electronics at GEM, STS, CSC and TOF700 needs a remote control for tuning threshold and other specific parameters. Therefor U40VE (Fig. 2.2.2.13.4) module is applied. It’s a universal 40 I/O VME64x board with White Rabbit support. It has personal firmware for different kinds of front-end electronics. For 2013-2019 years 40 modules were produced for BM@N, detector and DAQ test stands and for reserve.
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	Fig. 2.2.2.13.4. U40VE


Front-end electronics.
ADC64Amp electronic module (Fig. 2.2.2.13.5, left) was developed for amplification and shaping signals from Ecal and ZDC detectors. It’s a 64-channels ADC driver with unipolar inputs, which connects to the digitizer like a mezzanine board. 
MAPD_FEB module (Fig. 2.2.2.13.5, right) is intended for placing 9 MPPCs Hamamatsu at the Ecal module. It connects to ADC64Amp amplifier by flex kapton cable. 
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	Fig. 2.2.2.13.5. ADC64Amp (left), MAPD_FEB – top and MAPD_FEB bot 


For 2013-2019 years 120 MAPD_FEB modules and 20 ADC64Amp modules were produced for BM@N, detector and DAQ test stands and for reserve.
Specific modules.
For readout signals from MWPC HRB6ASD module (Fig. 2.2.2.13.6, left) is used. It’s a 128-channels readout board with adjustable thresholds.  Synchronization of these boards is implemented by TTB9 (Fig. 2.2.2.13.6, right) – trigger and timing distribution module. For 2013-2019 years 36 HRB6ASD and 8 TTB9 were produced for BM@N, detector and DAQ test stands and for reserve. 
Some analog signals from T0 unit of FFD detector are digitized and counted by TQDC16VS (Fig. 2.2.2.13.7, left) and MSC16VE (Fig. 2.2.2.13.7, right). TQDC16VS is a VME64x 16-channel time and amplitude digitizer and MSC16VE is a VME 64x 16-channel scaler with RAM.  For 2013-2019 years 4 MSC16VE and 8 TQDC16VS were produced for BM@N, detector and DAQ test stands and for reserve.
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	Fig. 2.2.2.13.6. HRB6ASD (left) and TTB9 (right)
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	Fig. 2.2.2.13.7. TQDC16VS (left) and MSC16VE (right)


2.2.2.13.2. Network infrastructure
Data Transfer Network, Slow Control Network and First Level Processors.
Switches with SFP ports for optical transceivers and RJ45 ports for cooper Ethernet cables were acquired to collect and aggregate data from readout electronics. The “white rabbit” network was rebuilt and reconfigured. All optical fiber lines between the BM@N experimental site and the switching racks were replaced by new one.
New optical cable path was paved for in Mini Data Center (MDC, Fig. 2.2.2.13.8). This one has allowed to move all FLPs from BM@N experimental site to MDC. The fiber optic communication lines replacement is giving a unexpected big reserve of optical connections for additional devices. It allowed to scale network (see Fig. 2.2.2.13.9) very easy. For 2018-2019 MDC was built and launched in test mode. 
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Fig. 2.2.2.13.8. MDC (mini data center) specifications.
20 nodes of FLP were acquired for the BM@N. It’s a computer node that receives raw data stream from detector electronics, performs data validation and reassembles data fragments. MStream protocol receivers are run on FLP nodes.
The BM@N Storage System has two stages: the Transient Data Storage (TDS) 285 TB and Permanent Data Storage (PDS) 1,8 PB. It utilizes a two-tier software architecture and data migration from TDS and PDS is transparent to the user. The storage system exposes standard interfaces to the applications. POSIX compatible cluster file system as well as a raw Object Storage are available.
The TDS will perform the temporary storage of raw data produced by Event Builder system. 
The data are recorded to the TDS during data-taking phase of BM@N and is continuously migrated to permanent storage.
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Fig. 2.2.2.13.9. BM@N DAQ Network
White Rabbit Network.
White Rabbit provides sub-nanosecond accuracy and picoseconds precision of synchronization for large distributed systems. It also allows for deterministic and reliable data delivery. DRE boards digitize detector signals using common notion of time and frequency provided by the White Rabbit (WR) network (Fig 2.2.2.13.10). The time reference is provided by GPS/GLONASS receiver and backup precision frequency reference (Cesium or Rubidium clock).
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	Fig. 2.2.2.13.10. White Rabbit Network structure (left) and WR switches test stand (right)


The Mini Data Center views are shown in Fig. 2.2.2.13.11.
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	MDC outside view.
	MDC inside view 1.
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	MDC inside view 2.
	MDC inside view 3.


Fig. 2.2.2.13.11. MDC outside view (top left) and inside views 
	


2.2.2.13.3. DAQ Software
DevFlashProg
This program can connect to Ethernet device and write firmware image file into device flash memory and/or verify it. A log information is written in corresponding database after every success write.
PNP protocol
Any program that takes part in a run control system sends specific package to multicast. Another can find out what program is running at this moment and some information about it, host and port of TCP-server for remote control or with outgoing data.
MLDP protocol
All our thernet devices support MLDP protocol. It allows up to avoid binding devices to the IP-address in programs. MLDP-message contains IP address, serial number, device type and other useful information. All our thernet devices periodically sends it over multicast. One program can receive it and find out on what address we should establish a connection.
Mstream
This program receives data packages from thernet device, perform defragmentation of Mstream data blocks, packs them into MpdRawData format and transmit them to outgoing TCP-server. In future it is planned to integrate this logic into control programs as separate threads.
Event builder
The task of this program is to collect data from several client programs (mstream program or another event builder), separate event blocks in every data flow, combines them together per events and further retransmits or writes to the file as united data block.
TQDC control
This program sets up TQDC16VS-E device with proper configuration. Among the main parameter there are channel enable, thresholds, readout window, trigger source. In debug mode it is capable to make specific adjustment of HPTDC setup. Although it starts mstream subprogram for reading data. Perform some data analize.
ADC64
This program sets up ADC-like devices with proper configuration. Among the main parameter there are channel enable, readout window, trigger source, DSP (digital signal processing) logic and sparse readout. This program can read data from device, visualize them and save data as an ASCII file. It is used just to prepare for run, in run execution adc64-system is used.
Adc64-system
This program writes configuration and handle data readout from list of ADC-like boards with error handle and remote control. This program can be used as slave one in run control system.
Mpd-rawstat
This program can perform specific data/device tests: presence of all devices in the final data file, absence of significant time discrepancy, etc. Data can be obtained from reading a file or form specific TCP-server of event builder program (monitor output).


Adc64-viewer
This program is similar to mpd-rawstat, but it performs just quick visualization of any signal from adc-like devices. Data source can be a file or monitor output.
HRB-system
This program writes configuration and handle data readout from list of HRB6ASD and TTB9V boards with error handle and remote control. This program can be used as slave one in run control system.
Vme DAQ program kit
There are two main programs: vmedaq and vmegui.
VmeDaq is a daemon that communicate with modules in single VME-crate, write configuration, perform data readout, support remote control protocol.
VmeGui is a GUI application for changing saved configuration of modules and for basic data analysis.
U40ve-ideas and u40ve-8spi
These programы configures and controls corresponding devices.
Afi-run-control (aka u40ve-rc)
This program combines two tasks: first one is configuring U40VE-RC and UT24-RC boards, the second one is management slave programs and perform run execution.
2.2.2.14. The experimental hall of BM@N setup
The experimental hall of the BM@N setup is an area in the building №205, which is located on channel 6B of the extracted beam from the Nuclotron accelerating complex. This hall has 5 magnetic elements (Fig. 2.2.2.14.1):
1. 2 quadrupole lenses K-200, which provide the focusing of accelerated beam on the target;
2. 2 correction magnets: VKM (magnet for vertical correction) and SP-57 (magnet for horizontal correction). These magnets provide fine-tuning of the beam position on the target;
3. an analyzing magnet SP-41 with an aperture of 1070 mm and a pole size of 1360x2490 mm. The maximal magnetic field value is 1 T.
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Fig. 2.2.2.14.1. BM@N experimental hall with 5 magnetic elements
In 2013, a biological protection was designed and installed around the experimental hall. It includes: a beam stopper, 3 doors with locks, information boards, a beam dump, reinforced concrete walls. Biological protection is the border between the prohibited area and controlled area during the test and physical runs at the BM@N. It excludes entering of unauthorized personnel to the prohibited area. The beam stopper was designed, manufactured and installed. To minimize the interaction of the beam with air molecules, the beam stopper is made in a vacuum box.
A quick-detachable roof was installed over the experimental hall of the BM@N. The modular system of the metal roof was designed for fast relocation of detectors and other elements using a crane. Also in 2013, a two-story Control Room with the necessary infrastructure was designed and installed. Personal computers and visualization system of slow control are located inside. Online monitoring and operation can be performed from the control room during BM@N runs.
In 2014, an adjustment device (platform) was designed and mounted to install ZDC modules with a total weight of 15 tons in the BM@N experimental hall. This device provides online precise installation (with an installation accuracy of 1 mm) of each ZDC module to the beam axis to perform the calibration procedure for all modules. The adjustment device is controlled by electric drives and ACS (automatic control system), which allows quick installation of each ZDC module without stopping the beam acceleration.
To mount two DCH drift chambers inside the BM@N experimental hall as an outer tracker, mechanical supports were designed. These supports allow one to perform an independent alignment of both DCH detectors.
Cable channels were mounted along the entire perimeter of the biological protection, taking into account the location of all the detecting elements of the BM@N setup.
To locate the DAQ system inside the BM@N installation hall, twelve 19-inch racks were installed. Taking into account all the subsystems, detectors, LV, HV of the necessary equipment for conducting experiments at the BM@N, the power supply was designed and installed. Uninterruptible power supplies are used in every rack to ensure high voltage stability in the common network inside the experimental hall.
A mechanical support, which is designed to mount all beam detectors before the target, was made. Since it was planned to test and use various beam detectors at the installation, this support was made of BOSCH aluminum profile. Thus this universal support was used in all runs of the BM@N. All trigger detectors were installed on this support. Currently, it is used as a mechanics to install and align a vacuum beam pipe with boxes for beam detectors.
The BM@N setup includes two ToF detectors. To position the ToF system at a distance of 400 cm and 700 cm from the target, mechanical structures with support on the side walls of biological protection were mounted. As the density of the detection elements in experimental hall is high, the need for maintenance of the detectors using this mechanical support was taken into account during development.
The first technical run at the BM@N experimental setup was performed in 2015 with the deuteron beam. The characteristics of the detector subsystems and read-out electronics were investigated, an integrated data acquisition system was tested, and the algorithms for data analysis were developed. The first physical data were recorded in 2017 with the carbon beam, the analysis process is at the final stage. After the heavy ion source “Kryon” was launched, relativistic argon and krypton beams were accelerated and transported to the BM@N setup in February–March 2018 for the first time. About 130 million events were recorded. The analysis of the experimental data will provide the information about the products of interaction of “medium” ion beams with various targets (carbon, aluminum, copper, tin, lead).
Currently, work is underway to prepare the BM@N setup for data taking with the relativistic heavy ion beams. The expected maximal intensity of Au ions is Hz by 2022. By the first runs with heavy ion beams, the existing experimental setup will be expanded and supplemented with new detectors, taking into account the experience gained at previous Nuclotron runs.
A vacuum beam pipe will be integrated into the experimental setup to minimize the amount of scattering material on the way of heavy ions.
Beam pipe will consist of three parts: before the target, inside the analyzing magnet and after the analyzing magnet.
Beam pipe before the target is already produced and installed into BM@N experimental setup in October 2019. It is performed from stainless steel and consists of vacuum standard modules and boxes for all beam detectors (Fig. 2.2.2.14.2).
[image: C:\Users\piyadin\Downloads\Ионопровод_4 (1).png]
Fig. 2.2.2.14.2. Beam pipe before the target
This configuration of beam pipe was manufactured and tested by LLC “Vacuum systems and technologies” (Belgorod, Russia). At present this company develops mechanics for beam profilometers, which will be used at the beginning of the Nuclotron run and have to be removed when the physical data acquisition start.
After this beam pipe the target station will be located. At present, the target station is developed and produced (Fig. 2.2.2.14.3). It contains 4 film targets. The design allows changing the target without breaking the vacuum using pneumatic cylinders produced by FESTO. The development of an online control system for this target station has now begun.
                    [image: C:\Users\piyadin\AppData\Local\Microsoft\Windows\INetCache\Content.Word\20н (1).png][image: C:\Users\piyadin\AppData\Local\Microsoft\Windows\INetCache\Content.Word\20н_1.png]
Fig. 2.2.2.14.3. Target station
The carbon beam pipe will be installed inside the analyzing magnet. It will consist of the parts, that are shown in Fig. 2.2.2.14.4. Such configuration will allow to perform different scenarios of tracking detectors installation. Total length of the carbon beam pipe is 5 m. The thickness of the walls is 1 mm. It has to sustain vacuum up to 10-3 Torr. Production of first prototype of carbon beam pipe is finished by DD “Arkhipov”. The prototype has been tested in vacuum. The development of carbon beam pipe is finished and production is started (Fig. 2.2.2.14.5).
[image: ]
Fig. 2.2.2.14.4. Carbon beam pipe configuration inside the analyzing magnet
[image: ]
Fig. 2.2.2.14.5. Connection of carbon beam pipe elements
Development of aluminum beam pipe downstream the analyzing magnet is started. The development precise 3d measurements of all the detector subsystems after the magnet is finished (Fig. 2.2.2.14.6).
                [image: C:\Users\piyadin\AppData\Local\Microsoft\Windows\INetCache\Content.Word\52.png]
Fig. 2.2.2.14.6. 3d model of the experimental hall downstream the magnet
In September 2020 specialists of Industrial Measurements completed a set of works to create and measure a reference metrological grid of the BM@N. A coordinate system was created. The following works have been completed: the BM@N coordinate system is fixed; measurements of the coordinates of reference marks and basic elements have been made; a reference metrological grid was created in the BM@N; measurements of the relative position of the BM@N elements were carried out. For physical program with heavy ion beams with intensities few 106 ion/s additional reinforced concrete blocks for personnel biological protection are to be installed. Power supply system has to be upgraded for full detector configuration.
2.2.2.15. First experimental runs and BM@N status
Collected statistics of experimental events in BM@N technical runs with deuteron, carbon, argon and krypton beams of different energies performed in 2016-2018 is shown in Fig. 2.2.2.15.1 below.
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Fig. 2.2.2.15.1. Collected statistics of events in the BM@N experimental runs
Configuration of the BM@N central tracker, beam parameters and event rates in in the performed and future BM@N experimental runs are shown in Table 2.2.2.1.

Table 2.2.2.1. Configuration of the BM@N central tracker, beam parameters and event rates in BM@N experimental runs
	Year
	2016
	2017 spring
	2018 
spring
	2021
	2022 and further

	Beam
	d(↑)
	C
	Ar,Kr, C(SRC)
	Kr,Xe
	up to Au

	Beam intensity, Hz
	0.5 M
	0.5 M
	0.5 M
	0.5 M
	2 - 5 M

	Data rate, Hz
	5 k
	5 k
	10 k
	10 k
	20 k→50 k

	Central tracker configuration
	6 GEM half-planes 
	6 GEM half-planes
	6 GEM half-planes + 
3 FwdSi planes
	6 GEM planes + 
3 FwdSi planes
	7 GEM planes + 3 FwdSi planes 
+ 4 STS planes

	Status of the experiment
	Technical run
	Technical run
	Technical and physical run 
	physical run, first stage
	physical run, second stage
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