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High-performance data processing and storage system on the

GOVORUN supercomputer
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Velocity of data processing
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Upgrade of the «Govorun» supercomputer

In November 2019, a presentation and a demonstration of the modernized “Govorun” supercomputer took place at LIT.

First modification, 2018:

Total peak performance:

1 PFlops for single precision
500 TFlops for double precision
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Number of computing cores:

144() === 4224

Capacity of UDSS:
120 TB === 288 TB

Data input/output rate:
56 GB/s === 300 GB/s
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#10 in Top50
Second modification, 2019:

Total peak performance:
1.7 PFlops for single precision
860 TFlops for double precision




GOVORUN for the tasks of JINR

The r.e_sourceS of the Govorun supercompute.r are .us.ed by LHEP: 1065, 1066, 1087, 1088, 1097, 1107, 1108;

scientific groups from all the JINR laboratories within the B1TP: 1117 1135 1137, 1138: DLNP. 1099. 1100 1123:
framework of 25 topics of the JINR Topical Plan for solving a FLNP.- 1105’ 1121’ 1122’ 1128" FLNR: 1129' 1130' 1131,.
wide range of problems both in the field of theoretical physics LT 1-118 1’119_ LERB- 10’77 ’ ' ’ ’ ’

and for modeling and processing experimental data.
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Research results obtained using supercomputer resources in 2020 are presented in 65 publications.
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The resources of the SC "Govorun" were used to study the
properties of quantum chromodynamics (QCD) and Dirac semimetals
in the tight-binding mode under extreme external conditions using
lattice modeling. Such a study requires inversion of large matrices,
which is performed on video cards (GPU), as well as massive parallel

. CPU computations to implement the quantum Monte Carlo method.
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Computing for NICA megaproject:

GOVORUN Supercomputer for MPD
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Comuting for NICA megaproject: =

Machine Learning for tracking

Global recognition of tracks among the noises is carried out immediately over the entire picture of the event. The GraphNet program is based on
the use of graph neural networks for tracking. An event is represented as a graph with counts as nodes, and then this graph is inverted into a
linear orggraph, when the edges are represented by nodes and the nodes of the original graph are represented by edges.

In this case, information about the curvature of track segments is embedded in the edges of the graph, which simplifies the recognition of tracks
in the sea of fakes and noises.
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P. Goncharov, G. Ososkov, D. Baranov, https://doi.orq/10.1063/1.5130102,
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Information system for radiobiology tasks
(MLIT and LRB project)

ok YH2AX/FITC MAP2/TexasRed ..

This project by MLIT and LRB is aimed at development of
information system for experimental data storage and analysis
of changes in the central nervous system of mammals based
on molecular, pathomorphological and behavioral changes in
the mammalian brain when exposed to ionizing radiation and
other factors.

Snpa/DAPI

<1000 ‘ This information system allows:

* To accelerate and simplify the work with experimental data for
various groups of researchers

* to simplify and accelerate the diagnosis of pathologies of the
central nervous system, and in a particular case, the
development of effective methods of prevention and protection
against ionizing radiation.
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Research is being held at the resources of theHybriLLIT JINR
heterogeneous platform




HybrilLIT: User Account

Login

enter hybrilIT usemame

Password

enter password

Sign in

hwﬁllaACCOUNT My Tasks ~ My Statistics Partition Specifications User Support o~
profile
USER CARD logout
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HybrilLIT: User Account

1. User Tasks: User can checkout their tasks

— with different “status” which

include:

ny@R1[§8ACCOUNT My Tasks~ My Staist

Ld Ld
2. Partition specs:
L] L]
USER DATE AND TIME START DATE AND TIME END

JosiD PARTITION ~ NAME

. - running
= & = : - pending
“““““ $ : - completed

. . I B - suspended

o = e ] 1

eputime User can checkout their tasks
history for a period of time

(e.g. 7 days as shown here).

1 Walltime

3. User Support MISTERY TBD /

Node

User Support page re-directs you to the This helps users to keep track
SIEID [l EEE e e e D ey of their own activity and have
H  hybrilit/hlit-user @ basic statistics.
Please create an issues and describe the 1
where users can report their problem or NS——
request help. 3 vl wiek it 3
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Thank yo for attention!

HETEROGENEOUS PLATFORM HYBRILIT IN LIT JINR:

http://hlit.jinr.ru




