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About me

e SW Engineer (2004) and Telecommunications Engineer (2007), Universidad

Autonoma de Madrid (Spain)

e \Working on ATLAS Distributed Computing (ADC) since 2008

o 2008-2012: Distributed Data Management developer
o 2012-13: ATLAS Cloud Computing co-coordinator
o 2015-now: Workload Management developer and co-coordinator since April 2016

e 2013-2014: JP Morgan Technology Division in Geneva

Contact: barreiro@uta.edu
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CERN
e European Organizatiot clear Re
e The world’s largest pa physics la

e Particle accelerators and other in
research
e \Worldwide community

O O O O

O

£
20 member states (+ 3 incoming me
Observers: Turkey, Russia, Japan, USA, India -
About 2300 staff
>10’000 users (about 5’000 on-site)
Budget (2015) ~1000 MCHF

e Birthplace of the World Wide Web

MEMBER STATES
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4,, TEXAS /
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ch in Geneva founded in 1954
ory
re for high energy physics (HEP)
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CERN'’s mission

e Research
o Seeking and finding answers to questions about the universe
o The secrets of the Big Bang
o  Origin of mass

e Technology
o Advancing the frontiers of technology
o Information technology - the Web and the Grid
o Medicine - diagnosis and therapy

e Collaborating
o Bringing nations together through science

e Education
o Training the scientists of tomorrow
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ATLAS AT &J

PanDA
e The largest detector Hm .
e Multiple components and o :
sub-detectors
e 7000tons 3

e 10 MW electric power
e 150M sensors measure direction,
momentum and charge

e Collisions at 40MHz
o Filtered to kHz or under 6GB/s -

25m .r\

ATLAS

EXPERIMENT

Tile calorimeters

\ " LAr hadronic end-cap and
. forward calorimeters
Pixel defector \

LAr eleciromagnetic calorimeters

Toroid magnets
Muon chambers Solenoid magnet | Transifion radiation fracker
Semiconductor fracker
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From collisions to papers in ATLAS PanDA
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The data processing chain

2 level, online system
(HW+SW)

Reduce event rate from
40 MHz (60TB/s) to 1kHz
(1.6GB/s) based on
signatures

Event size ~1.6MB

Generation

| Event genera

tor output (EVNT)

Trigger

Simulation

Raw data (RAW) |

l Simulated detector output (RDO)

Reconstruction

Reconstruction

Analysis Object Data (AOD) |

Organized
production

Chaotic
analysis

l Analysis Object Data (AOD)

Derivation

Derivation

Detector
data

Simulated
data

|:| Online
[ ] Tier-0

|:| Grid/offline
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What is the data: RAW data

Measurements of the sensors

0x01e84c10:
0x01e84c20:
0x01e84c30:
0x01e84c40:
0x01e84¢50:
0x01e84c¢60:
0x01e84c¢70:
0x01e84c80:
0x01e84c90:
0x01e84cal:
0x01e84dchb0:
0x01e84ccl:
0x01e84cd0:
0x01e84cel:

Address: which
detector element
took the reading

0x01e84cfl

0x01e84d00:
0x01e84d10:
0x01e84d20:

0x01e8
0x0000
0x01ed
0x0000
0x01led
0x0000
0x01e8
0x0000
0x01ed
0x0000
0x01ed
0x0000
0x01e8
0x0000

0x8848 0x01e8 0x83d8 0x6c73 0x6f72 0x7400 0x0000
0x0019 0x0000 0x0000 0x01e8 0x4d08 0x01e8 0x35b7c
0x87¢8 0x01e8 0x8458 0x7061 0x636b 0x6167 0x6500
00019 0x0000 0x0000 0x0000 0x0000 0x01e8 0x5b7c
0x8788 0x01e8 0x8498 0x7072 0x6f63 0x0000 0x0000
0x0019 0x0000 0x0000 0x0000 0x0000 0x01e8 0x5b7c
0x8824 0x01e8 0x84d8 0x7265 0x6765 0x7870 0x0000
00019 0x0000 0x0000 0x0000 0x0000 0x01e8 0x5b7c
0x8838 0x01e8 0x8518 0x7265 0x6773 0x7562 0x0000
0x0019 0x0000 0x0000 0x0000 0x0000 0x01ed 0x5b7c
0x8818 0x01e8 0x8558 0x7265 0x6e61 0x6d65 0x0000
0x0019 0x0000 0x0000 0x0000 0x0000 0x01e8 0x5b7¢
0x8798 0x01e8 0x8598 0x7265 0x7475 0x726e 0x0000
0x0019 0x0000 0x0000 0x0000 0x0000 0x01e8 O0x5b7c

0x01e8 0x87cc O0x01e8 0x85d8 0x7363 0x616e 0x0000 0x0000

0x0000
0x01¢8
0x0000

0x0019 0x0000 0x0000 0x0000 0x0000 0x01e8 0x5b7c
0x87¢8 0x01e8 0x8618 0x7365 0x7400 0x0000 0x0000
0x0019 0x0000 0x0000 0x0000 0x0000 0x01ec8 0x5b7c

0x01e84d30

0x01e8

0x87a8 0x01e8 0x8658 0x7370 0x6c69 0x7400 0x0000|

0x01e84d40:

0x01e84d50:
0x01e84d60:
0x01e84d70:
0x01e84d80:
0x01e84d90:

0x0000
0x01e8
0x0000
0x01e8
0x0000
0x01e8

0x0019 00000 Ox0000 0x0000 Ox0000 0x01e8 0x5b7c
0x8854 0x01e8 0x8698 0x7374 0x7269 0x6c67 0x0000
0x0019 0x0000 0x0000 0x0000 0x0000 0x01e8 0x5b7c
0x875¢ 0x01c¢8 0x86d8 0x7375 0x6273 0x7400 0x0000
0x0019 0x0000 0x0000 0x0000 0x0000 0x01e8 0x5b7c
0x87c0 0x01e8 0x8718 0x7377 0x6974 0x6368 0x0000

N
y e
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Fraction of a RAW event

Was an detector
element hit? How
much energy and at
what time?
More than 300K such
words in each event
with full data from all
detector elements
Data size: ~1.6MB
Values: what the

electronics wrote
out

12



What is the data: Reconstructed data

Nch (charged tracks): 2

Pcha (Momentum of each track):
{{"-7.65698", "42.9725", "14.3404"},
{" 7.54101", "-42.1729", "-14.0108"}}

pX Py pz

Qcha (Charge of each track): {-1,1}

UNIVERSITY OF

TEXA
: 4 [EXAS

/t-a

PanDA

Nch (charged tracks): 3

Pcha (Momentum of each track):
{{"-12.9305","12.2713","40.5615"},

{" 12.2469","-11.606","-38.7182"},
{"0.143435","-0.143435","-0.497444"}}

pX Py pz

Qcha (Charge of each track): {-1,1,-1}

13



Concepts

Event: Collision
Files: Multiple event objects, parts of detector, etc.

Datasets: logical grouping of files
o  Similar characteristics for improved data management
o Flexible definition:
m Related data: e.g. detector data from a given luminosity run

m Auxiliary objects used for data movement purposes )

Jobs: take input files, run transformation on them and

produce output files
o Transformations move data through various formats

Tasks: logical grouping of jobs, usually executing over a
dataset

J

UNIVERSITY OF /‘\,;
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Business emails sent
3000PB/year

! LHC data |
| 15PBlyr

Lib of §
Congress

Facebook uploads
180PB/year

Current ATLAS data
set, considering all
data products and

replicas
~300 PB

"
A s (Y
‘?%‘ ARLINGTO§ (

PanDA

. Source: Wired magazine
(4/2013 - a bit outdated)



http://www.wired.com/2013/04/bigdata/

Why not store and process everything at A rexis ‘/‘p
CERN?

Traditionally a single computing
center at CERN could not physically
provide all resources

Data redundancy
o LHC and ATLAS operation is expensive:
we can’t afford to lose any data

o There are multiple copies, in particular of
RAW detector data

Funding reasons
o ATLAS is an international collaborations
with participants from 38 countries

o Funding agencies prefer to invest and
employ locally

ARLINGTON

PanDA

httD://ssI-cor.nb.utinq.web.cern.ch/ssl-co

mputing/default.htm

17
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Worldwide LHC Computing Grid AN CTEXAS /tJ
PanDA
International collaboration to distribute and analyse LHC data
Integrates computing centres worldwide that provide computing and storage resource into a single
infrastructure accessible by all LHC physicists

Tier-2 sites
Tier-0 (CERN): data i e For all experiments:
recording and arch!val, « nearly 170 sites
prompt reconstruction, « ~350k cores
calibration and distribution e 200 PB of disk

+ 10 Gb links and up

Tier-1 sites
10 Gb/s links

Tier-1s: TO overspilling,
second tape copy of detector
data, more intensive tasks

Tier-2s: Processing centers,

being the differences with
T1s increasingly blurry

18



Worldwide LHC Computing Grid AN CTEXAS /tv’”
PanDA
International collaboration to distribute and analyse LHC data
Integrates computing centres worldwide that provide computing and storage resource into a single
infrastructure accessible by all LHC physicist

Tier-0 (CERN): data
recording and archival,
prompt reconstruction and
calibration and distribution

For all experiments:

* nearly 170 sites
~350k cores

200 PB of disk

10 Gb links and up

Tier-1s: TO overspilling,
second tape copy of detector
data, memory and CPU
intensive tasks

Tier-2s: Processing centers,

being the differences with
T1s increasingly blurry

19
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How does the CERN data N TGS
center look nowadays?

Chillers

2700 m2 surface for
computing equipment
e 3.5MW power

e Air and water cooling
e 10k servers, 110k
cores

httpé://homé.cern/about/computinq | 21



https://home.cern/about/computing

Main components of a WLCG site

CPU servers:

CPU servers are
grouped into Batch
systems for processing
of data

Disk servers:

CPU server attached to
several disks

Disk servers are
grouped into Storage
Elements

Data storage with fast
access

’ e

Tape robots:
e Long term archival
e Slow access
e All raw data from the

experiments has 2 tape
copies

UNIVERSITY OF

TEXAS

ARLINGTON

STORAGETEK 1™\
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Grid middleware: the glue

PanDA

e Heterogeneous resources are grouped and exposed in a uniform way

o O O O

Computing Elements give access to CPUs

Storage Elements give access to data

Information systems describe the grid

Authentication is done via x509 public key infrastructure

23
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Paradigm shift in HEP Computing

Distributed resources are independent
entities

Groups of users utilize specific resources
(whether locally or remotely)

Fair shares, priorities and policies are
managed locally, for each resource

Uneven user experience at different sites,

based on local support and experience

Privileged users have access to special
resources

UNIVERSITY OF

N
5% TEXAS

ARLINGTON

Distributed resources are seamlessly
integrated worldwide through a single
submission system

Hide middleware while supporting diversity

All users have access to same resources

Global fair share, priorities and policies
allow efficient management of resources

Automation, error handling, and other
features improve user experience
Central support coordination

All users have access to same resources

25



ATLAS orchestratorq

Workload Data Man.agement:
Management: bgolfkee_plng a.nd
submission and distribution of files &
scheduling of jobs & Central components at CERN datasets

tasks

Distributed resources

26



General architecture of central components
@nts and external services>

{

[ Interfaces (e.g. HTTP(s)) ]

Agents/services
interact with the
database and
run their logics

[ Real time replication> Standby Database

Analytics
(read only)

repositories

27




Usual technology stack

<
v

" CentOS
e Linux: SLC6, CentOS7 redhat  Cen

° Pyihon @ python' GQLAlchemy 477

o HTTP: requests, urllib2, httplib...

o Web services: django, flask... django

o DB access: cxOracle, SQLAIchemy...

e Apache httpd, ActiveMQ...

e Data analytics platforms: AQ“!BMQ

o Hadoop
o Elastic Search

Usually Open Source tools

)ﬁln.I:’AC:HE
H T F SERVETF

%o clasti
@@ elastic

28



Advantages of Python TS ﬂj

PanDA
e [aster development o C
e C(Clean, straightforward syntax #include <stdio.h>
e Developer does not take care of memory management i maknlink arge, char 4% asgv)
e High level native data types; no type declaration {
. printf (“Hello, World!\n”);
e Duck typing y
e |terators, generators and comprehensions ® Java
e Huge standard library public class Hello
. {
o Great SUppOl’t for bU|Id|ng web apps public static void main(String argv[])
{
NB: Python is also slower and uses more memory, but since the System.out.println(“Hello, World!"”);
. : o }
bottleneck in our programs is remote calls and DB queries, it's }

justified. We gain more by optimizing our SQL than our python @ now in Python
code. print “Hello, World!”

But there are use cases, where you need a lower level language

29



Database growth over time A TEXAS &J

ARLINGTON
PanDA

ALL 2015 2016 2017 ALL
Database volume =
= ﬂ
15 728.63 16 798.83.0T5 662.81 172239563
14 678.45 d 1531851
15k 13 856.27 14 128.63
12 860.74 13:014.04
11 921.7
3
! 10 287.97
S | 926181 9429.82 969512 9942.25 e
W ——r + %
4
7 619836
woganq 52870 578986 578574 -
5k 407753 4469.43 -
0
N e \b\" e o A A2 Mo A Wb ﬂ;ﬁ“ e G B N o oA A
o SR RN ( e @ X SR
F F EFFFF P fF 8 FF Fy FF Yy

-8 Table -4 Index | >24TB

ATLAS has a very good DBA team that advises developers. Applications need to scale up
e Indexes
e Query optimisation
e Compression
e Time partitioning
e Archiving of data to separate schema
30
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Distributed Data Management in a nutshell

e Stores and manages all the experiment’s data across a distributed

environment following the computing model principles
o Computing model determines the number and location of copies of different types of data

e High-level requirements:
o Data bookkeeping
m Location of files and datasets
m Relationship between files and datasets
m  Owner, checksum and other metadata

PhEDEXx LHCb
(CMs) S, DIW’TC

o Data transfers ucio DIRAC
o Data deletion (ATLAS) - (LHCb)
o Data consistency AliEn

m Are the files really where we think they are? (Alice)

e Each experiment has their own with slightly different features: we will focus on
ATLAS Rucio (http://rucio.cern.ch/ developed by CERN and Univ. Oslo) 32



http://rucio.cern.ch/

UNIVERSITY OF
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ATLAS Distributed Data Management: Rucio

™ Mario

nrs - Meyrin * €

We're proud that our data management system Rucio has breached 300
Petabytes of scientific data for the ATLAS Experiment. Qver 1 billion data
products, 150 data centres worldwide, multi petabyte transfers and
deletions per day amounting to more than 1 Exabyte in the last year.
Extremely scalable, stable, and robust. Congratulations to everyone
involved, we are now moving to a factor 10 increase in usage for LHC Runs

3 and 4.
300p Tuesday, Sep 12, 2017
h Bytes: 300 442 178 776 466 100
-

w0 [ ]
< 200P .
[us]

100P [

(] -
200 2m2

*Run 1 (DQ2)
[ﬂ} Like () comment &> Share

D % £ Dan van der Ster, Xavier Espinal and 27 others

2014

LS 1

2016

Run 2 (Rucio)




Data Management: Rucio architecture

[

)
/\Qcic Clients: Production/analysis/Physics meta-data system, End-Users ]

CLls

Python clients

API (HTTPS)

Authentication & Authorization Layer \l
(Credential, Account, Action, Args) J

X\Lcin Core Service

Account
(Account, limits)

Data identifiers
(Namespace,
attributes)

Subscription
(account, filter, policy)

Metadata
(attrname,

Replica Registry

Replication rules
(account, DI, factor,

N
I Y

UNIVERSITY OF

TEXAS

ARLINGTON

y‘cgclo Storage Element (RSE)

Site Site

Middleware

attrvalue, DI) (HEHRSE) RSE expression) \ ;"'\?Ecin Daemons
Availability Account/RSE Replica locks \
(Service) Usage (account, DI, RSE) \

N

: ; 3

p— .
Backend A \ucio Probes A \]yt:in Analytics
e
VOMS
(Account, identity) Accounting

Active Directory
(Account, idenlitx}
AGIS
(RSEs, protocols, etc)

Space collector
(RSE usage]

AMI

(Account, DI, RSE}

Reports

popularity)

(Metrics, measures,

|— Visualization

|Scopes, meta)

File Transfer
Service (FTS)

PanDA

34
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Rucio data concepts

e Events: collisions
e Files: Collections of events (e.g. C++
objects)

e Datasets: logical grouping of files
o  Units of replication

35



Rucio Storage Element (RSE)

e Software abstraction for a storage end-point

(@)

E.g. CERN_DATADISK, JINR_DATADISK,...

UNIVERSITY OF

N T
S EXA
‘»\‘ ARLINGTO§

PanDA

e A deterministic mapping between the logical file name and its path can be
used to remove file catalog lookups
e RSEs support multiple protocols

o GridFTP, HTTP, S3, etc. ...

[ SRM Server ]

( N\

File server 2

SRM: Storage Resource Manager
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Interaction with the data oA

e Upload and download
o  Synchronous

e 3rd party copy: FTS

o Asynchronous and throttled

rucio add-rule
user.fbarreir:myfilename 2
'spacetoken=ATLASSCRATCHDISK'

TS FTS: File Transfer Service
(http://fts3-docs.web.cern.ch/fts3-docs/)

—— Control channel ————

SRM Server SRM Server
o \\\ — —

{ File server 1 J [ File server 2 } [ File server 3 J File server 1 File server 2 File server 3 ‘

[Fs1[Fs2[Fs3|[Fs1|Fs2|Fs3][Fst]Fs2]Fs3]| Data Channel

[Fs1[Fs2[Fs3|[Fs1[Fs2|Fs3]|Fs1]Fs2]Fs3

rucio upload --rse MOCK
--scope fbarreir
--files myfilename
--dsn mydataset 37

rucio download --dir=/tmp/
fbarreir:myfilename


http://fts3-docs.web.cern.ch/fts3-docs/

Rucio hides all the complicated details (paths, protocols, hosts) from the users!

Listing, copying and removing files.

[uie3] > edg-gridftp-ls --verbose gsiftp://i2g-sefl.lip.pt/flatfiles/itut

total 4
drwxrwxr-x 3 itut 4096 Nov 8 15:06 generated
drwxrwxr-x 2 itut 4096 Nov 8 18:32 tut-14-11-07

[ui@3] > globus-url-copy -vb file:/home/tutorial/user@l/data-manag/dm-file-user@l

gsiftp://i2g-se0l.lip.pt/flatfiles/itut/tut-14-11-07/dm-file-userol
1048576 bytes 329.49 KB/sec avg 329.49 KB/sec inst

[ui@3] > edg-gridftp-ls --verbose gsiftp://i2g-
sefl.lip.pt/flatfiles/itut/tut-14-11-07

total 9412
-FW=rW=r-- 1 itut 9621413 Nov 8 18:33 dm-file-useroOl

[ui@3] > edg-gridftp-rm gsiftp://i2g-
sefl.lip.pt/flatfiles/itut/tut-14-11-07/dm-file-userol

Ei!m glite and INT.EU.GRID training for end-users
LI P
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State machines: file transfer

- Stage
—— P “Source foun&\‘\\ Failed

e ’. __" for the
/ File missing at \-\ transfer and

{ destination file q-ufeued
\ s Staging Staged

site
New Queued : Done

Copying Copied
: Register

Copy Failed ‘
Failed

39
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Dark data and consistency checks ParDA

e Consistency between the Rucio Storage Elements and the Rucio DB
o Lost Files: Files in the catalog(s) but not physically on the SE
o Dark Data: Files on the SE but not registered in the catalog(s)
e Automatic consistency check is based on comparison of information dumps
o Each site provides storage elements dumps on a regular basis (monthly or quarterly)
o Rucio dumps of expected file replicas generated every day

e Comparison times scale from few seconds for small sites to few hours for
the biggest one (70M files)

o Dark Data is automatically collected and deleted by another daemon
o Lost Files are reported to site support for investigation
m Confirmed Lost Files are
e Copied from other SEs if other copies exist
e Notified to the owner and deleted from the dataset
40
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Traces, data popularity and analytics ParDA

e Common questions

O  Which files/datasets are popular in the system?
o  Which files/datasets are not used at all?

O  Statistics on transfers times, deletion times, etc.

e Traces: each eventis sent to HDFS (Hadoop File System)

o Important information: event type, file, dataset, source/destination, user, size, transfer time
o 6M json dictionaries per day (~5GB)

e Data reduction: redundant, unused copies of old data can be removed
e Data pre-placement: popular data can be replicated to facilitate usage
e Network map: measure current bandwidth between sites

41
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Data Management: some metrics TS &J
e T[ransfers _ L
- e Deletion
o >40M files/month 00N fies/ .
o Up to 40 PB/month © iles/mon
o 40 PB/month

e Download

o 150M files/month
o 50 PB/month

shbc Transfer Successes Jdasho Transfer Volume
2017-02-26 00:00 to 2017-03-26 00:00 UTC = 2017-02-26 00:00 to 2017-03-26 00:00 UTC
5M 1,000T
>
= >
4M (0}
] E 750T
a
[,
& 3m- a
- -~
[~ @ soor
L
O 2MA L]
5 £
-g % 250T
3 ™ >
=

oM T
© PO PO ON D OO N DDA 00N D00 DA D CNRDI D HH LI DD O N DD 0N D0 DN 0
LRSI D R Q7 Q0NN NN N MR D AR Ay AV D A A PP RIS S P DAY Ay AV X NN D 0D Ay A 4 AP o
o"’p"’p"’p”’g"’é”c"’o"’é”"’0"’0”’;?’6”6’6”0" W ”’o”’o“’c:”’o"’é"é”g"’ p’l'p"*o’l'é”&p""o“’é”d”d”é”m”’o“’c?’o"’o”’t:”’p"’p”’"’6”6”9"’6"6‘””"’6”
S S S N S @" PN @f‘ Q"Qq Q(‘ PN B Y Y o P S S S e S v Qxf‘@f‘@. S Q'C‘Q\',‘
PIAR AR AR AR AR AR AR AR AR AR AR TR TR AR AR TR AR AR AR AR AR TR A AR AR AR AR AR AR A A A A AR A AR AR R AR AR AR A AR R R

Activities Activities

9 Data Brokerindlll Data Consolidatior Data Rebalancindll Express’ = Functional Test I Data Brokerindl Data Consolidatior# Data Rebalancind Express| ' Functional Test
Production Input  Production Outpu@ Recovery [l Staging @ TO Export’ | TO Tape Production Input  Production Outpuf@@ Recovery [l Staging@ TO Export’ ' TO Tape
I User Subscriptions B User Subscriptions
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ATLAS DDM DASHBOARD 2.5
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Monitoring: DDM Dashboard T v

ARLINGTON
MATRIX (2017-03-28 09:20 to 2017-03-28 13:20 UTC SLIDING) MAX CELLS - ;x oo 2 g P nD A\
~ Summary Matrix | Transfer Plots  Staging Plots  Deletion Plots | Centric Plots  Details
. ; e Displaying 12 of 12 sources and 12 of 12 destinations.
i E o —
merval ey | 0% w%  SOURCES
@Throughput
Tools ~'Successes
rucio DEmorE 2 : :
Staging: i L] F
Activities ficiency @G = E 3
all @ Throughput = @ i} =
~iSuccesses. 3 = o + 4 + + + + + £ + * + &
Sources “Errors = & a 3 5] a g E z z z g X £
Q‘;fas Deletion: ToTaL.| 3% | 44% | 78 96 % 89 % 94 % 89 % 95 % 92 % 97 % 97 % 84 % 89 % 87 % 96 %
Eountiass :;‘j;:‘gut 9eeis [341 me/s| Sess | 632 meis 621 mBis  1ceis  175meis 1Geis 244 meis 292 /s 531 mers 109 mers 90 meis 1 cBys 2 cB/s
S ortlans: e | 95% | 97% | 100% | 93% 90w 95% 90w 92% 95% 96% 95% 93w 95w B7w 98w
Tokens: Errors 832 mess| 53 we/s |121 meys | 117 meis 23 me/s 56 mers  61mers 63 mes 13 meis 26 mes 21wmes 79meis Smes 30 mes 338 mers
Grouping:  CLOUD CERns 100% | 88% | 58% | 100%  96% | 99%  100%  100% ~ 98%  100% 99% | 97% | 100% 100% 99%
Destinations 100 % 431 Me/s| 13 Me/s | 85 MB/s | 61 MB/s 2 MBis 14 MBis 2 MB/s A5 meis 18 meis 67 mMe/s 10 Meis 139 ks 15MBis 23 MB/s 176 MB/s
T bigE 88% | 100% | 100% | 92% 73% 94% 9% 93% 94% 93%  99%  73% 88w 87% 90w
Countrias: lees | 2me/s | 2c/s | 191 me/s 194 me/s 162 me/s 28 me/s 213 me/s 58 mers  7imeis 91l meis 3 wmeys 7wmeis 86 msis 301 meys
N | " 99% | 100% | 100% | 100% 96% 100% 99%  99%  94% 100% 98%  98s% 100% 96%  100%
Tokens: 349 me/s| Okess | 4 mess 60meis 34meis 34meis OGme/s 33meis 2wme/s 15me/s 25me/s 4wme/s 12meis 29 mB/s 96 mB/s
P SHObD 0% R 98% | 98% | 100% | 99%  97% 99% Bl 98w  99%  99%  99%  97%  99% 94%  100%
2cB/s | 60 mB/s | 1 GBS 58 mB/s 57 me/s 516 mes 11me/s 323 mBis 72mBls 29 meis 57 meis 18 meis 43 me/s 346 me/s 535 mBys
I+ 96 % 51 % 53 % 97 % 96 % 99 % 97 % EER 77 % 86 % 98 % 99 % 100 % 87 % 100 %
w 754 me/s| 9 wess |239 mess | 15 meis 127 me/s 212 me/s  1me/s 14 mes B mefs 8me/s 132me/s 1wme/s 152keis 64 mefs 171 me/s
= 98 90% | 100 % 96 % 99 % 99 % 99 % 91 % 100 % 100 % 96 % 100 % 99 % 81 % 99 %
9 282 ms/s| 19 me/s | 3 mBrs 17 meis 21 meis 75Mmers 632kss 17 meys 2 mB/s 20xe/s 44 wmBs 265ks/s 326 kBis 60 Mes 44 mB/s
“ lq_: NL+ 91 % 71i% | 100 % 93 % 93 % 96 % 99 % 99 % 91l % 97 % S8 % 79 % 100 % 75 % 84 %
= 191 me/s| 8 mejs [463 me/s | 8 mess 8me;s  3lme/s 16me/s 24 me/s Gmeis  16mes  Smeis 399 keis 381 keis 26 me/s 49 mefs
i: RU+ 100 % | 100 % | 100 % 100 % 97 % 100 % 100 % 100 % 100 % 100 % 100 % 100% 100 % 99 % 100 %
w0 159 me/s| O kBis 1 &Bys 8 mB/s 125 mB/s 3 MB/s 736 kp/s Sme/s 300kB/s 1mBis 156 kB/s 348 ks 15 kbfs 1 mBy/s 13 ms/s
L Tw+ 90 % | 100% | 100 % 81 % 96 % 89 % 94 % 96 % 90 % 97 % 100 % 91 % 100 % 60 % 93 %
MB/s KB/ MB/s MB/s MBYs kB/s k8/s MB/s k8/s ka/s K8/s KB/s KB/s MB/s MB/s
(] 40 0 120 1 1 687 756 23 830 638 27 406 5 6 6
UK+ 89 % 899% | 100 % 93 % 90 % 85 % 53 % 95 % 93 % 94 % 9B % 86 % 69 o 82 % 94 %
1ee/s | 29 me/s | 18 mB/s 25me/s 11mB/s 109wme/s 6mMe/s 116 meis 31me/s 33 mMBis 95 MB/s 2 MB/s 4 mB/s 564 mB/s 220 MB/s
us+ 85 % 23 % 36 % 86 % 93 % 81 % 87 % 83 % 79 % 92 % 97 % 57 % 44 % 84 % 87 %
940 me/s| 149 meys|211 meys | 69 mBis 18 me/s 80 me/s  42mes 125meis 33 me/s 24 meis 49 me/s 2 MB/s 4 me/s 186 me/s 308 ms/s
STAGING ERROR SAMPLES: "US"
Code Sample II‘;“;I'
#251 TRANSFER DESTINATION OVERWRITE srm-ifce err: Communication error on send, err: [SE][srmRm][] httpg://smuosgse.hpc.smu.edu:8443/srm/v2/server: CGSI-gSOAP r 389
N unning on fts301.usatlas.bnl.gov reperts could not open connection to smuosgse.hpc.smu.edu:8443
#250 TRANSFER DESTINATION OVERWRITE srm-ifce err: Communication error on send, err: [SE][srmRm][] httpg://smuosgse.hpc.smu.edu:8443/srm/v2/server: CGSI-gSOAP r 513
¥ Tools unning on fts03.usatlas.bnl.gov reports could not open connection to smuosgse.hpc.smu.edu:8443
TRANSFER TRANSFER globus_ftp_client: the server responded with an error 530 530-globus_xio_gssapi_ftp.c:globus_|_xio_gssapi_ftp_server_read_cb:1391: 530-Server si
» Activities #520 de credential failure 530-GSS Major Status: General failure 530-acquire_cred.c:gss_acquire_cred: 140: 530-Error with GSI credential 530-globus_i_gsi_gss_utils.c:globus_i 41 | 43
_gsi_gss_cred_read:1420: 530-Error with gss credential handle 530-globus_gsi_credential.c:globus_gsi_cred_read:573: 530-Error with credential: The host credential: /et |
+ Sources c/grid-securit ]
#112 error on the bring online request: [SE][StatusOfBringOnlineRequest][SRM_INVALID_PATH] No such file or directory 2
+ Destinations #148 error on the bring online reguest: [SE1[StatusOfBringOnlineRequest][SRM FILE UNAVAILABLE] File has no copy on tape and no diskcopies are accessible 1




Database schema

FILE_REPLICAS

CREATED_AT DATE
UPDATED AT DATE
DELETED_AT DATE

DELETED INTEGER
§ RSE VAFCHARE|255 CHAR)
§ scoPE VAFCHARZ|255 CHAR)
Pt VARCHARE|255 CHAR}
N
\
¥
RSES

CREATED_AT DATE
UPDATED_AT DATE
DELETED_AT DATE

DELETED INTEGER

RSE WAAGHARR(255 CHAR)
STORAGE VARGHARR{255 CHAR)
PATH cLog

S

RSE_TAG_ASSOCIATION
CREATED_AT DATE
UPDATED_AT DATE
DELETED_AT DATE

DELETED INTEGEA
£ msE VARCHARZ25E CHAR)
& TaG VARCHARZ{256 CHAR]
]
RASE_TAGS
CREATED_AT DATE
UPDATED AT DATE
DELETED AT DATE
DELETED  INTEGER
] WARCHARZ{255 CHAR)
SCOPE VARCHAR2(255 CHAR)

http://rucio.cern.ch/

e L TYPE

DATASET_PROPERTIES
DATASET _CONTENTS s e
FILE_PROPERTIES R AT C S
CREATED AT DATE UPDATED AT DATE SRR R
UPDATED AT DATE DELETED AT DATE DELETED  INTEGER
DELETED_AT DATE DELETED INTEGER F scoee VARCHARZ{Z55 CHAR)
DELETED INTEGER #* SCOPE DSN VARCHARR(Z5E CHAR) & oen VARCHARZ{Z5S CHAR)
£ scope VARCHARZ(ZSS CHAH) 4 psM VARCHARZIZSE CHAR) & KEY VARCHARZ{255 CHAR)
£ WARCHARZ(2S5 CHAR) . SCOPE_LFN VARGHARZ(255 GHAR) VALUE CLOB
& KEY VARCHARZ(255 CHAR) £ LN VARCHARR{255 CHAR) T
VALUE CLOB FARENT SCOPE  VARCHARZ(ZSS CHAR) |
PARENT DSN  VARCHARZ(2SS CHAR) |
| p 4
. DATASETS
A A cheaten ar oate
l /s UPDATED_AT DATE
Y £ DELETED AT DATE
FILES INODES DELETED  INTEGER
CREATED AT DATE CREATED_AT DATE  scope VARCHARZ{ZS5 CHAR)
UPDATED_AT DATE UPDATED_AT DATE . VARCHAR2(255 CHAR)
DELETED_AT DATE DELETED_AT DATE e QWNER VARGCHARZ(Z55 CHAR)
DELETED INTEGER | | oeemE INTEGER OFEN INTEGER
# scope VARCHARZ|255 CHAR) 4 scoPe VARCHARZ{255 GHAR) MONOTONIG  INTEGER
£ WARCHARZ|255 CHAR) 4 LABEL VARCHARE(Z5S CHAR] HIDDEM INTEGER
OWNER VARCHARE|255 CHAR) CWNER VARCHARZ|255 CHAR) COMPLETE  INTEGER
LOST INTEGER OBSOLETE INTEGER | et -
size HUMBEFR{13) TYPE \rrnzczn e i
CHECKSUM _ VARCHARR(32 CHAR)_ pry Y
r : SN SCOPES
y e CREATED_AT DATE
/ UPDATED_AT DATE
S DELETED_AT DATE
N DELETED INTEGER
REPLICATION_RULES \ Y & scope VARCHARZ(255 CHAR)
CREATED_AT e ACCOUNTS - ACCOUNT  VARCHARZ2(268 CHAR)
AR DATENAT, DRIE CREATED AT DATE == ol Sl
E'—EE‘U‘ D‘rTEEG " UPDATED AT DATE
LETED INTEGE TED AT
- ACCOUNT VARCHAR2(255 CHAR) | 2:::1::;' :?“:.:,EH | SUBSCRIPTIONS
# scope VARGHARZ(Z55 CHAR) P ACCOUNT  VARCHARZ(ZSS CHAR) CREATED_AT DATE
2N VARGHARZ(253 CHAR) TvPE VARGHARZ(S CHAR) T  UFDATEDAT DATE
£ e YARCHAR2(255 CHAR) STATUS v.qﬁcunnfztac»-nw DELETED AT DATE
REFLICATION_FACTOR INFEGER : = DELETED WTECER
EXPIRED_AT DATE Y, £ HAW(1E)
EOCKER iOERER ; ACCOUNT  VARGHARZ{ZSE CHAR) |
RETROACTIVE WTEGER |
| ED_AT D)
API_TOKENS A
CREATED_AT  DATE ACCOUNT_MAP =
UFDATED_AT  DATE CREATED AT DATE IDENTITIES
DELETED_AT  DATE UPDATED AT DATE CREATED AT DATE
DELETED INTEGER DELETED_AT DATE | UPDATED_AT DATE
# Token VARGHAFiz{2 CHAR) DELETED  INTEGER * e e
RESPONSELE  VARCHARZ|ZSE CHAR) 2 IDENTITY_ID  VARCHAR2(256 CHARY ST, e
SERVICE NAME  WARCHARZ(255 CHAR] # Account VARCHAR(5E CHAR) £ VARCHAR2[255 CHAR)
CALL_LIMIT INTEGER.

VAACHARZ(£ CHAR)
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Outline

CERN, LHC, ATLAS
From collisions to papers
The WLCG

Central components
Data management
Workload management

PanDA
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Workload Management in a nutshell

High level requirements:

(@)
(@)
(@)
(@)
(@)

@)

@)

Each experiment has its own framework with slightly

Bookkeeping of all active and past jobs

Centralized job queue

Management of priorities and shares

Brokerage: matchmaking of jobs, data locality and resource
capacities

Management of complex tasks

Job and task progress monitoring

Error handling and recovery

different features: we will focus on ATLAS PanDA

(http://news.pandawms.org/ developed mainly by BNL

and UTA together with many international partners)

UNIVERSITY OF

N Ty
‘7{/‘ ARLINGTO§

@ , DIRNC

PanDA

DIRAC
AliEn
(Alice)
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http://news.pandawms.org/

ATLAS Distributed

» Slots of Running Jobs
30 Days from 2017-08-21 to 2017-09-21
T T T T

Workload Management: PanDA

» Slots of Running jobs
30 Days from 2017-08-21 to 2017-09-21
T T T T

0170824 20170827 20170830 0170902 20170905 20170908 20170911 0170924

tpjicern.chigo/xND8
mls mCERN mDE mFR
END mr A mNL
mRU -w

Maximum: 618,020 , Minimum: 0.00 , Average: 402,550 , Current: 240,793

Full grid utilization

0
20170917 20170920 0170824 20170827 20170830 0170902 170905 20170908 20170911 0170914 20170917 20170920
Ritp:ficem chigo/eNG

K = MC Simulation Full m U Reconstruction mGroup Production = MC Event Generation m User Analysis
mEs [ Data Processing B WC Simulation Fast B Group Analysis 5 T0 Processing B Rsting
W C Simulation B Others

Maximum: 618,020, Minimum: 0.0, Average: 402,550 , Current: 240,793

> 1M successful jobs per day
Resources on T1 and T2 sites are exploited beyond pledge (200% for T2s)
Various types of resources: grid, cloud and HPCs
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Core ideas in PanDA

e Single entry point to the WLCG

o Provide a central queue for users — similar to local batch systems
o Make hundreds of distributed sites appear as local
o Reduce site related errors and reduce latency
e Build a pilot job system — late transfer of user payloads
o  Crucial for distributed infrastructure maintained by local experts
e Hide middleware while supporting diversity and evolution
o PanDA interacts with middleware — users see high level workflow
o Hide variations in infrastructure
e PanDA presents uniform ‘job’ slots to user (with minimal sub-types)
o Easy to integrate grid sites, cloud computing resources, HPC sites ...

o Same set of distributed resources available to all users
o Highly flexible system, giving full control of priorities to experiment
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Rucio: Distributed Data Management

PanDA at a glance

A

B> (]
B [BIB]  [BI[B][B]
BB BB [B
B B
- O
] -
Bl [ [ D]
[ B [ (D]
(D1 [B] [B] [B]
(&1 [B] [B] [B]

-
-
-
-
-

PanDA

"
.
.

Users and

groups
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Grid job management

Classic “push” model

Job

Resource
Broker

u/ ]
DDDDD DDDDD

IIIIIIIIIIII

NNNNNNNNN

Pilot “pull” model
(late binding)
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dooj qol-ain

A
On th ker node: PanDA pilot "
Collect local info
SRS [ Abor and lean up |
Job recovery
Additional cleanup
Collect local info
Check proxy
Check local space f Signal handler )_\
Get job
sl Fork sub process
> Setup job
Check log size Transfer input
> (Check workDir) Execute
Check local space payload
Looping check Transfer output
gLExec
Clean up k

UNIVERSITY OF

TEXAS

ARLINGTON

A %

PanDA
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Important job concepts and metrics ParDA

e RAM consumption: max and avg

o Swap
o RSS e |/O intensity: input bytes/walltime
o VMEM
e Timings | . e CPU:
o Wallime =~ 0Pk t;ut Walltime o SCORE
O Setup Execute S e O MCORE 1, 2, 4, 8, 16, 32
o Stagein payload o Corepower
Transfer output

o Stage out
e Efficiency: CPU time / Walltime
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Dynamic job definition

e Dynamically split workload for optimal usage of resources
e Manages workload at task, job, file and event level

JEDI/PanDA server Job HPC

Task e

| T = Filling available

T = nodes and time slots
quickly

g o
Il .
_ Jobi Job | Volunteer
Grid - computing
S— Commercial
Optimization for Clouds Event level partitioning to
each grid site minimize losses due to early

Economical usage on terminations
Amazon EC2 spot market

PanDA
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Job brokerage PanDA

e Matchmaking between the requirements of a job and what the worker node

can handle
o Max walltime: maximum time the worker node can be occupied
o Memory usage: maximum memory the job can use
o Disk: available storage on the worker node and the storage element
e Traditionally jobs go to data
o Itis expensive to move the input of each job around, particularly for jobs with high IO intensity
o However data has to be replicated sometimes to avoid empty CPUs

e All sites need to be kept permanently full
o A good ratio is to have #queued = 2 * #running
o Bursty sites are more difficult to handle
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Job errors

70,000

60,000

50,000

20,000

10,000

0

€ @ Brokerage
@ DDM
® Exe
@ Job dispatcher
@ Pilot
® Super
® Task Buffer

Taskbuffer: internal errors Bt
Job dispatcher: the pilot was lost or got no job

Pilot: some error was caught by the pilot, e.g. reaching max

walltime

DDM: problems transferring or registering files

Transformation, Exe: the payload reported a problem

Errors have to be handled automatically! (Error rate roughly 10%)

Bihidn

2017-09-13 12:00

2017-09-14 12:00 2017-09-15 12:00 2017-09-16 12:00 2017-09-17 12:00 2017-09-18 12:00 2017-09-19 12:00

Time
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Task and job parameter auto-tuning AN

e Task and job parameters are tuned automatically

e Scout jobs collect real job metrics like memory and walltime
o 10 scout jobs are generated at the beginning of each task
o Parameters for successive jobs in the task are optimized based on these metrics
e Retrial module acts on failed jobs
o Extending memory and walltime requirements for related types of errors
o Preventing jobs with irrecoverable errors - don’t waste CPU time retrying jobs that will never
succeed
o Rules for error codes and actions are configurable through ProdSys User Interface
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PanDA and upcoming computing paradigms

AN

It is not about replacing the WLCG, but about integrating additional computing resources

4 e
Overspilling into the CLOUD
. . W Future
© w\. Grid
Particularly useful for Peak Demand -
e H 2ZLIX
il ‘ W Gt )
Unneeded /\ THESCIENCECLOUD
CPU?
i @
/ Google Compute Engine
e )
rackspace.
Time
o <l amazon
\_

\

J

-

Backfilling and allocations on HPC

OAK
RIDGE

National Laboratory

\

Monte Carlo jobs as ideal candidates for external compute




Opportunistic resources

e Centers willing to contribute to ATLAS,
but not part of WLCG

o HPC centers

o Shared academic clusters

o Academic and commercial Clouds
o Volunteer computing

e Reconfiguration of ATLAS online cluster

“i‘amazon

e Some of these centers have more _ " webservices™ Ecz
computing power than the WLCG Google Compute Engine
altogether
o Even a backfill of leftover cycles (no dedicated :
allocation) is extremely interesting for us n openstack .J
e Need to adapt our systems to be able to 1

fully exploit these offers 58



CPU consumption Good Jobs in seconds (Sum: 1,488,701,304,742)

grid - 80.97%

£03,074,532,838

cloud - 13.64%

Grid vs cloud vs HPC

M grid - B0.97% {1,205,407,288,865)

Mhpc - 5.39% (80,219,483,039)
W fone - 0.00% (9.00)

1 cloud - 13.64% (203,074,532.838)
8 lacal - 0.00% (0.00)

Siots of Running jobs
12 Weeks from Week 01 of 2017 to Week 13 of 2017
T T

250,000

150000

100k

50,000

2017.01-10

217.01-24 217.0207 170221 170307 2170321

mgid = doud mhpc mhocal = Hone

Maximum: 315,539, Minimum: 0.00 , Average: 231,708 , Current: 47,651

Slots of Running Jobs

12 Weeks from Week 01 of 2017 to Week 13 of 2017
T T

25,000

20,000

15,000

10,000

5000

0170110

I ORNL Titan MCORE
5 MPPMU-DRACO_MCORE
I MBPMU-HYDRA MCORE
WHPCZN

RRCKIHPC2

BNALY CSCS-HPC

W INZP3TC_HPC_DEBUG
B Titan_Harvester MCORE

2017-01-24

0170207 0170221 2170307

WLRZ MU MUC1 MCORE
W UIO_MCORE_LOPRI
WINSC MCORE

0

MLRZ-LMU MUC MCOREL
W LRZ-LMU_C2PAP_MCORE
[ ANALY HPCZN

MNSC

L/HPC2N MCORE

W UIO_MCORE

M CSCS-LCG2-HPC_MCORE
NSC

CSCS-LCG2-HPC
EIJING-TIANJIN-TH-1A_MCORE
WINERSC_Edison

E|JING-ERAIl MCORE
IALY_RRC-KI-HPC
BNERSC_Cori

I BE|/ING-CS-TH-1A_MCORE

Maximum: 27,137, Minimum: 0.00 , Average: 16,931, Current: 4,628

Slots of Running Jobs

2017-63-21

50,000

40,000

30,000

20,000

10,000

017-01-10

| UKI-NORTHGRID-MAN-HEP_VAC

W UNIBE-LHEP_CLOUD

HELIX_NEBULA_ATOS
M BNL EC2E1

CERN-P1_DYNAMIC_MCORE_LOWMEM [ CERN-P1_DYNAMIC MCORE

12 Weeks from Week 01 of 2017 to Week 13 of 2017
T T

2017-01-24 20170207 0170221 017-03-07 20170321

BOINC_MCORE

- 11AAS MCORE
CERN-PROD_CLOUD_MCORE

B CERN-P1_DYNAMIC_SCORE 2P3-CC-T3_VMO02

M ANALY CERN CLOUD B CERN-PROD_CLOUD UKI-T2-UCL'HEP_VAC

B UKI-SOUTHGRID-OX-HEP_VAC M UKI-SOUTHGRID-BHAM-HEP_VAC MRAL-LCG2 VAC

7 UKI-NORTHGRID-MAN-HEP_MCOREVAGE UKI-NORTHGRID-LANCS-HEP_CLOUD [JIN2P3-CCT3 VMO1

MIN2P3-LPSC_CLOUD_MCORE ALY | M HELIX_NEBULA EGI
GDOGLE_COMPUTE_ENGINE 11845 _MCORE_HIMEM M CERN-P1_preprod_MCORE

MBNL ECOW1 MCORE MRest

Maximum: 56,896 , Minimum: 0.00 , Average: 28,567 , Current- 7,393

Major HPC
contributor is Titan
running on purely
backfill mode.
Constraints on
tasks it can run and
still a lot of backfill
to exploit further

Beautiful example
of how online farm
is re-configured to
run Grid jobs
when idle. Also
important, steady
contribution from
ATLAS@Home
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Tier-0 processing . PanDA

e Tier-0 facility is a powerful cluster designed =

Projection

to cope with the data processing needs %;

o Powerful worker nodes: SSD, E
4GB/core z

e Switch from TO data processing to grid :,

/ZES/

20-Apr 14-May 7-Jun 1-Jul 25-Jul 18-Aug 11-Sep 5-Oct 29-Oct 22-Nov

workflows during periods without data

15000

1zmo0

60
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BOINC: volunteer computing A TS ﬂj

PanDA
*  How YOU can help LHC experiments including ATLAS! http://Ihcathome.web.cern.ch/

* Run simulation of collisions inside the ATLAS detector at home

:;j._ LHC@home

JOIN US! HELP & FAQ CONTACT

ATLAS@HOME

Sixtrack

Create better beams!
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http://lhcathome.web.cern.ch/

Who are the volunteers and why participate?

Rank

Name

hartmut .

9] = |
dthonon

MPI fiir Physikn@.
sre P
1]

Wenjing Wul>}

Toby Broom{')}

USTL-FIL (Lille Fr)

WLCG Performance-Test Cluster' .

grcpool.com-3‘ -
jaibenz

Recent average credit

727,050

417,780

203,274

171,104

165,803

113,094

98,828

98,301

80,462

74,708

Total credit

269,722,681

18,740,187

33,547,098

89,747,772

40,793,783

78,883,547

72,062,655

54,282,843

1,643,439

7,230,398

Country

International

China

France

Germany

Sweden

Switzerland

France

Switzerland

International

International

It's fun

Strong community,
many volunteers and
credits given for each

processed event

o No monetary value, but
personal satisfaction in
contributing to leading
science

1% of the compute
resources
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Monitoring: BigPanDA ik Wi /

ATLAS PanDA s - Users Sites - Incid Search Admin Prodsys ~  Services~ VO~

ATLAS PanDA monitor home aipandal05 15:18:14, Reload Login

Global concurrent running job core counts, all sites, all job types, by cloud, last 1, 7, 30 days

Slots of Running Jobs Slots of Running Jobs.

Slots of Running Jobs
7 Days from 2017-09-20 to 2017-09-27 30 Days from 2017-08-27 to 2017-09-27

24 Hours from 2017-09-26 15:00 to 2017-09-27 15:18 UTC

anroe &l

masn ot i i uis masn ot i i ms masn ot i "
mG i Ha Es o mc 3 B e o i o i s
W v iU W Ry

Marinun: 392829, Mimum: 260,6%, Average 285987, Carent 392819 Manimum: 296390, Mnemem: 151594 Average 236 59, Curent. 168,736 Maxmam: 618,020, Meimum: 000, Average: 36,062, Curent. 169736

Global concurrent running job core counts, all sites, all job types, by activity, last 1, 7, 30 days

Slots of Running Jobs \ Slots of Running Jabs Slots of Running jobs
24 Hours from 2017-09-26 15:00 to 2017-09-27 15:18 UTC i 7 Days from 2017-09-20 16 2017-09-27. 30 Days from 2017-08-27 to 2017-09-27

— H d_h-\ rFHﬂ_'—‘ 63
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PanDA Analytics PanDA

e Job data and logs is streamed to ElasticSearch
o Facilitates analytics and easy aggregation and filters

e Example: Identify incoherent user behaviour, such as individual users
occupying non-negligible amounts of resources, can be easily identified

FL Analysis jobs per job type (users) FL Analysis jobs per job type (walltime)

® DxAQD-based analysis @ DxAOD-based analysis ~ produsername: Descending = Q. Sum of Walltime times core = Count= Sum of inputfilebytes = Sum of outputfilebytes =

@ Event generation @ Event generation
@ Reconstruction @ Reconstruction 109 years 89,555 4.6T8 5.778
[ .. e el E——— 81 years 3100997 6.6PB 14678
BEEET @ Simulation @ Simulation
® xAOD-based analysis @ xAOD-based analysis ] 44 years 1,258,790 6TB 518.6GB
EEEEEE— 31 years 156,144  458.9TB 5TB
] 25 years 9,907 24178 242.6GB
FL Analysis jobs per job type (counts) FL Analysis jobs per job type (events)
I .
® DxAQD-based analysis @ DxAODD-based analysis 23 years 47278 20878 418
® Event generation ® Event generation [rse e s ] 19 years 603,890 1.7PB 2TB
@ Reconstruction @ Reconstruction
@ Run 1 analysis @ Simulation s ] 19 years 160,732 431TB 3.7TB
@ Simulation ® xAOD-based analysis
® xAOD based analysis N 17 years 148,551 84.6TB 611.9GB
M—— 16 years 452,578  701.4TB 6.7TB

64



Wrapping up



Conclusions

e LHC experiments are data and compute intensive
e Compute is done on distributed computing resources: the WLCG

e Resources are managed centrally: data and workload management
o We've learned many important concepts about both

e | HC needs keep increasing and resources are spare! We need to be creative
and extend the WLCG to any opportunistic resources we can get:
Supercomputers, Cloud, Volunteer computing
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Reference material A @

e ATLAS PanDA

o J. Catmore: From collisions to papers
o ATLAS Resource Request for 2014 and 2015
e CERN Computing Center

o B. Panzer: Introduction to CERN Computing Services

e ATLAS Distributed Computing (ADC)
o T.Wenaus: Computing Overview
o A. Filipcic: ATLAS Distributed Computing Experience and Performance During the LHC Run-2
o C. Serfon: ATLAS Distributed Computing

e ADC Data Management

o V. Garonne: Experiences with the new ATLAS Distributed Data Management System
o F. Lopez: Rucio Auditor

e ADC Workload Management
o T.Maeno: The Future of PanDA in ATLAS Distributed Computing
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