
LOOT results for primary 
vertex finding in BESIII inner 

detector



As it was said in the report of Dr. A. Zhemchugov at the recent 

SPD meeting, the use of a special on-line filter based on deep neural 

networks is absolutely necessary due to the too high rate of receipt of 

event data in the SPD. Therefore, one of the important components of 

the online filter will be the LOOT program to determine the vertex of 

the event immediately BEFORE the search for tracks.

I have already talked about the structure and methods of training 

deep neural network LOOT, so now I will just remind you how the 

results of predicting the coordinates of the vertex were evaluated, what 

problems arose and how we managed to solve them.
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First results and problems

• Cartesian coordinate 
system

• Not normalized

Initial data

Transform to cylindrical 
and normalize

Train model

•

•
problematic to get 
the distance in the 
required units

MAE = 0.009

The neural network model obtained at the previous stage predicted the 
primary event vertex with MAE = 0.009. The problem is that the error 

was calculated for normalized data, and it turned out to be quite 
problematic to get the distance in the required units.
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Criteria for evaluating results:
Mean Absolute Error = MAE
Mean Square Error = MSE
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Metrics and inverse transformation

To get the value of the metric in initial units, it is 
necessary that the metric accepts data in the same 

units as input. Therefore, to calculate MAE in cm, an 
inverse transformation was added when calculating 

metrics

The graph shows that the predicted vertex is 
practically one point with a small spread, moreover, 
with a large deviation from the real top. This shows 

that the trained model is not working correctly.

The MAE after recalculating the metric is 0.4 cm
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Loss-functions
Loss function takes two parameters as input - true and predicted values. The function shows how well the model performs 

in prediction. The higher its value, the worse the model works.

It is worth noting that due to the structural features of the 
BESIII collider, the X and Y coordinates are well known. 
Therefore, they can be fixed at the average value and make 
sure that the network finds Z more accurately.

However, shortening the coordinates for prediction didn’t 
affect the quality of the result.

Further analysis of the data showed that all normalized 
coordinate values are close to zero. Squaring such small 

values in the loss function gives the function value close to 
zero. With such small values, the neural network easily falls 

into the local minimum during the optimization process. This 
prevents the network from making accurate predictions.

To solve this 

problem, it is 

necessary to give 

unnormalized

values to the input of 

the loss function.
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Ariadne: PyTorch Library for Particle Track 
Reconstruction 

Using Deep Learning
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Conclusion

As a result of the work, a model was 
trained that predicts Z coordinate of 
the primary vertex of the event with 
MAE = 1.15 cm

Running time of the trained model 
does not depend on the multiplicity of 
the event

The program code is included in the 
Ariadne library
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See Goncharov et al  http://ceur-ws.org/Vol-2507/130-134-paper-22.pdf

15.06.2021 9

http://ceur-ws.org/Vol-2507/130-134-paper-22.pdf
http://ceur-ws.org/Vol-2507/130-134-paper-22.pdf
http://ceur-ws.org/Vol-2507/130-134-paper-22.pdf


10


