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Basic properties of matrix models

Gaussian Hermitian matrix model:

the integral over Hermitian N x N matrix H

JdH exp (— 4T B2 4 3, 2L )

J dH exp (~15Tr 12)

Zn(px) =

with the Haar measure dH, Zx (py) is understood as a formal power series in py.
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Integrable property:

first one being

Zoe) T2t

- < 8ZN (pk
op?

op1

)) = ZNny1(pr)ZN-1(pk)
Pon

Zn(pr) is a T-function of the Toda chain hierarchy, satisfies an infinite set of integrable equations, the
or

ap?
The integrable times are t;, = py/k.

= exp (¢>N+1 - ¢N> — exp (¢N - ¢N—1>

=] F = £ DA
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Ward identities:

vanishing integrals of total derivatives

9 I prTr H”
H Tr— |Tr H"* ! —Z Ty H? B | =
/d B)i [ exp( 5 +; A 0

at n > —1 gives rise to the infinite set of conditions:

n—1
82
W, = — )
: zk:(k AT az::l R

0
+2NTL7 —+ N25n70 + Np1($n+170 = /1,2(71 + 2)
Opn apn-i-2

These are so called Virasoro constraints since

[Lp, Lin) = (n — m) Lyt
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Solutions of the Virasoro constraints

There are many solutions to the Toda chain equations, but the solution of the infinite set of
Virasoro constraints is unique:

1 1
Zn(pk) =1+ ;a[um + 2 (Oé[m]P? + a[z]Pz) +...

where the coefficients o's are determined recursively.

Non-Gaussian potentials give rise to ambiguous integrals (dependence on the integration contour
choice).
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Solutions of the Virasoro constraints

There are many solutions to the Toda chain equations, but the solution of the infinite set of
Virasoro constraints is unique:

1 1
Zn(pr) =1+ ;a[um + 2 (Oé[m]P? + a[z]Pz) +...
where the coefficients o's are determined recursively.
Non-Gaussian potentials give rise to ambiguous integrals (dependence on the integration contour
choice).

Convenient basis: the Schur polynomials, characters of representations of the GL(V) group:

1 1 pi—p pi+p 1
ZN(pk) =1+ ;0[1]])1 + E (0[1,1]% + C[z]%) +...= Z WCRXR{I%}
R

Xr{pr} is the Schur function, R is the Young diagram.
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The definition of the Schur functions:

k
Prz
XR = %ejt hR;—itj exp Z i Z hn2™
’ k

n
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Schur functions

The definition of the Schur functions:

"
Pr=z @D
XR = (}gﬁu hR,—it; exp < Ek . ) = E W%

n

The Schur function as a character:

Xr{px} is a symmetric function of z;, pr, = >_ z¥, and =, are the eigenvalues of the group element g in
representations R. In other words,

Tr rg = xr{pk = Tr rg"}
Examples:
(1r9) ~Tess°
Tr fg> —Trsg 2 _
P — D2
Xirkt =p1 = in, xpuipe} =Trp g = 2 = 5 = Z%‘Ij
i i<j
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Character property of matrix models

Cauchy formula:

exp (Z ka;Hk> = ZXR{TT Hk}XR{Pk}
R

k

This means that
J dH exp (— 5T H? + 3o, I )

J dH exp (f";Tr H2)

Zn(pr) = =" (xn{Tr H*} ) xr{pe)
R
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Character property of matrix models

Cauchy formula:

exp (Z ka;Hk> = ZXR{TT Hk}XR{Pk}
; R

k
This means that
J dH exp (— 15 Tr H? + 3, 2ETLT )

Zn(pr) =
J dH exp (f“;Tr HQ)

=) <XR{T1" Hk}>XR{Pk}
R

The main property:

1 k XR{N} - xr{0k,2}
WCR B <XR{TTH }> - XR{(Sk},%l} :
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Universality of the character property

Chern-Simons theory (unitary matrix model).

The Wilson average of a simple closed contour is equal to

(xa(e™)) = [ xa(em) Hsmh2( )Hexp(

> dmZ — quRl 5 q2CQ(R) . XR{p*}
1<J

k —Nk
q=¢e9"2, C5(R) is the eigenvalue of the 2nd Casimir operator, p; = % is g-deformed pr = N.
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Universality of the character property

Chern-Simons theory (unitary matrix model).

The Wilson average of a simple closed contour is equal to

(xa(e™)) = [ xa(em) Hmﬁ( )Hexp(

1<J
q= 9’2, C5(R) is the eigenvalue of the 2nd Casimir operator, p; = % is g-deformed p,, = .
Kontsevich model:

i , Qrya{Tr A*}Qr/2{dk1} i Rl

<QR{TI'Xk}> N [ dXQr{Tr X*} exp (—Tr X2A) N Qridni}

J dX exp (—Tr X2A)

0 otherwise
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The rectangular complex matrix model:
(xalrrei)y) = |

Xr{Tr (MM)*}e
N1 XN2

~memat 2y _ XRANUXR{Na}

XR{0k1}
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Tensor models

The rectangular complex matrix model:

. - B = Xr{N1}xr{N2}
(T uinfy) = [ nfme ey e = XL S

Universality of the tensor model.

Consider the integral over tensor M,, ... Then,

1)k T M2 Ni}-..oxr AN}
_ Tr MMk e TrMMdQM - C . XRl{ 1 r
<XR1,...,RT> /XR{ (MM)"} Rie e S T xm A0na]

Here xR, ... R, is the generalized character, and Cg, . g, is the Clebsh-Gordan coefficient for the
representations of the symmetric group.
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Correlators in tensor models

r=2

The invariant operators are given by a permutation

n
]CU = H MapbpMapbu(P)

p=1

where o is a permutations from S,,. It can be symmetrically written as depending on two permutations,

S|
id,o, 003

n
700 (p)bo .
Koy on = H My p, MO )b020) = |
p=1
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Correlators in tensor models

r=2

The invariant operators are given by a permutation

n
 rapb,
= [ Ma,p, MePow
p=1

where o is a permutations from S,,. It can be symmetrically written as depending on two permutations,

n
01702 H apby Mo1@bor) = |C.

-1
id,o, 003

r=3

The invariant 2n-point operators are parameterized by three permutations from S,;:

Vs boo () Coa (s
Ko\ oyos HMapbpcpM 1) Vo5 () Co3 (0)
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Generalized characters
r = 2 characters

Xr{Tr (MID*} = =5 vn(o)Ks

R

where ¢ is a permutation from S,,, and ¥g(c) is the character of the symmetric group S,, in the
representation R. It can be also written in terms of operators depending on two permutations:

\ [\ Kk
_a o s xm{Tr(MADS)
XRi,Ry = E le (Ul)sz (0-2) 01,02 — YRy, Ro Y {6 }
" 01,0268, Al
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Generalized characters
r = 2 characters

Xn{Tr (MIDH} = 5 n(0)K

"R
where ¢ is a permutation from S,,, and ¥g(c) is the character of the symmetric group S,, in the
representation R. It can be also written in terms of operators depending on two permutations:

1 xR, {Tr (MM)*}
= — ICO' oy — o :
XRi Ry = B ;s YR, (01)VR,(02)Ko, 00 = OR, R, s 0]

The Clebsh-Gordan coefficients

Crir, = Z YR, (V¥R (V) = 0r, R XR{0k,1}

YESn
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r = 3 characters

1
XRiR2R3 *= m Z le (01)1/’1%2 (02)1/]133(03) ']C0‘10203
’ {a,-}eSn

=] F = = DA™
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r = 3 characters

XR1R2Rs3

— > ¥r,(01)¢R, (02)Vr,(03) - K
{Uz}GS’
The Clebsh-Gordan coefficients

010203

CRiRoRs =

'Zle

YUR, (
~ES,

)¢R3( )

o =3 = E DA
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Single equation

Single equation instead of infinite set of Ward identities in the Hermitian model.

Infinite set of Virasoro constraints

g = k
Ek:( ’ n)pk apk-i—n

+Za(n—a)

d
INn— + N2%5, 0 + Npi6, — 2 2
+ ”apn+ 0+ Np16nt1,0—p~(n+ )apn+2
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Single equation

Single equation instead of infinite set of Ward identities in the Hermitian model.

Infinite set of Virasoro constraints

+Za(n—a)

Ly, = Z(k + n)pk
2

apk'-i-n

0
+2Nna— + N26,0+ Np16ns10 — p2(n +2)

apn+2

Single equation

anLn—2ZN{pk} =0

n>1
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The single equation can be presented in the form
(d - 20(2))ZN{pk} =0

where d = Dok kpk% is the grading operator, and O is an operator of grading 2.

Since d is the grading operator, any operator of grading k commutes as
This implies that

(d,00)] = KO®
and the equation

de®" = 0% (d+ kO®)
is solved by

(d—kO®).Z =0
This is called W -representation.

4 (k)
Z=¢e%" 1
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A more general example

Consider the case when there are two infinite sets of Ward identities (matrix model with quartic
potential depending on external matrix):

slnZ{p} =0, n>-1
W Z{p} =0, n>-2

The single equation is

Zpgnq : SWn73Z{p} - prsn—z : 3£n72Z{p} =0

n=1 n=1

This equation reduces to
(Ci — 404 — 808) Z{p} =
and the TW-representation is

T d /
A A X
Z{p} = Pexp </ (433'404 4 833/808) a:’) -1
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The rule of thumb: in order to get the single equation, one has to construct a combination
bilinear in p;, and Ward identities such that it contains d.

=] F = = £ DA
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Two new basic properties of matrix models:

The average of a proper character is proportional to a character J
The infinite set of Ward identities can be written as a single equation, which leads to the
W -representation J
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Thank you for your attention!

o F = = £ DA




