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Frontend DAQ of the Range System
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Examples of I/O cards

V5052 16-Port PCI Express FPGA Card

- Four QSFP28 ports

- Xilinx Virtex UltraScale+ FPGA (VU9P)

- One bank of 4GB to 16GB 64-bit up to
1200MHz DDR4 SDRAM

- Supports PCle Gen3 x 16 and Gen4 x 8

DE5a-Net-DDR4

- Four QSFP28 ports

- Intel ® Arria 10 GX FPGA

- up to 16GB 1200MHz or 32GB 1066MHz
DDR4 SODIMM Sockets

- Supports PCle Gen3 x 8

- Price: $6,624




Parameters of Range System

* Channels number — 106000 (140000 ?)
-rontend cards — 553 (700) 35(45) L1 concentrators

Hit rate for the detector(50 wires (event) + noise) —
8*108(200*4*106) hits/s

* Hit rate for FEE board — 1.6*106 hits/s

- Bits rate for FEE board ~ 50 Mb/s (without headers),
so we can use e-link with bit rate 160 — 640 Mb/s



E-link signals for Range System
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Last stage of slice/fr

Readout computers
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Ethernet or other connection to Disk Buffer

The contiguous set of slices (chunk) or the full
frame containing data from all detectors are
bullied by the pool of Builder computers under
control of the Builder supervise.

ame building

Multiplexers which form a sub-slices are
installed as extension cards into the
readout computers. Number of
Multiplexers per one computer can be
more than 1, it should be optimized.

Number of readout computers will be
defined by the bandwidth of Multiplexers,
now it is estimated as 1 GB/s.

Readout computer - diskless computer
with 128GB RAM and 2 x 10 Gb or 1 x 25
Gb Ethernet.

Builder computer - diskless computer
with 64GB RAM, 10/25 Gb Ethernet and
interface to Disk Buffer.

Number of builder computer will be
defined by the loading about 0.5GB/s per
1 builder computer.

For the input flux of 20GB/s, the Ethernet
switch should have at least 80x10 Gb or
60x25 Gb connections and 2x100 Gb
uplink connection (if needed). The Disk
Buffer is estimated to have 2PB with
50GB/s read/write access.



Open guestions

L1 FrontEnd Concentrator construction:
ASIC or FPGA or ASIC+FPGA?7?7?

Where L1 FrontEnd Concentrator will be installed:
Inside or outsides the Range system (e-link <10m)

Radiation hardness of FPGA, In case of installation of
L1 FrontEnd Concentrator inside the Range system

Time synchronization: White Rabbit or TCS

R&D is required
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