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The software complex
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Emulation of computing infrastructure
for the data processing
of the BM@N experiment
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The goal of emulation: proposing some recommendations for organizing data
processing with the available allocated resources for the run in 2022 session.
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Emulation results

Scenarios for executing jobs:
distribution of data processing jobs (in %)
to computing nodes.
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Possible solutions
» To increase the number of cores on computing nodes.

» Do not occupy computing resources with other jobs until the jobs of
primary data processing (RawToDigit) begin to free up the cores.
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~ 30% raw data will be converted to
reconstruction data (during session —
30 days).

~ 60% of simulation data will be
converted to reconstruction data by
720 h.

We will have to wait several more
months until the end of processing all
the raw data after the end of the
session.

There are not enough resources for
data analysis.

Problem: the result is
unsatisfactory...
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Ovtlooks

Completed jobs on the LHEP farm Completed jobs on the T2 L.IT farm Completed jobs on the Superfomputer
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By end of the Run (30 days):
» 100% raw data will be converted to digit datag;
> 90% of raw data will be converted to reconstruction data.

We will have to wait after the end of the session 1 week until the end of
processing all the raw data to reconstruction data.
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Conclusions

> Developed a tool for modeling the Next steps:
distributed computing infrastructure for > developing module like pilot for starting
data processing. jobs;

> Based on the emulation results, we can > conducting computational experiments
predict problems that may appear taking info account the fact that the
during the experiment and data equipment does not have absolute
processing. reliability (calculating probability of

> 3 scenarios for executing jobs are equipment failure and recovery times);
modeled. Some problems were found: > find the optimal number of cores to
a small amount of experimental data perform all jobs, taking info account their
can be processed by the end of the updated parameters;
session. » calculating the costs of equipment.

» Increase the number of cores on Publications
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