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Expected data volumes
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• The SPD detector during the low luminosity run will produce up to 2-4 Gb/sec of raw 

data, which is 10 PB of raw data per year

• The same amount of data will be generated during the Monte-Carlo simulation

• Keeping in mind all intermediate data, we can expect to get 25-30 PB of data per year



Data flow
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Now available computing and 
storage resources at JINR
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• Computing

• Computing centre at LHEP

• Computing centre at LIT

• MICC

• Govorun HPC

• Storage

• EOS at LHEP

• EOS at LIT

• 2 tape storage systems at LIT



Data processing
• To process such amounts of data in the heterogeneous computing environment we have to build a 

highly automated data processing system, which will hide complexity of the underlying components 

and guarantee high processing rate

• Components of the system:

• An orchestrator, workflow management system (WFMS) – top level system which manages all other 

lower ones, to define tasks, chains of tasks, data processing companies and so on

• Information system (IS) – to define computing, storage and other resources and services and their 

topology and relations

• Workload management system (WMS) – to build a central jobs queue and to hide the diversity of 

computing resources and to provide the expected load

• Data management system (DMS) – to build a single namespace and hide all different types of the 

storage resources and to define and manage data lifecycle policies

• File transfer system (FTS) – to organize mass data transfers
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Existing services of the offline 
computing system

• VOMS based authorization – centrally supported by LIT

• Applied software distribution and caching service (CVMFS) – centrally supported by LIT

• Work which was done by the future magisters of the Dubna University:

• The orchestrator: framework deployed, integrated with JINR SSO authentication 

system, being filled with workflows

• The information system: deployed, integrated with JINR SSO

• The workload management system and its components, such as client, pilots 

delivery service, pilot, redesign and implementation of data import service from IS to 

WMS, etc.: deployed, being adopted to run SPDRoot container payloads
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CRIC Web UI 1/7
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CRIC Web UI 2/7
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CRIC Web UI 3/7
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CRIC Web UI 4/7
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CRIC Web UI 5/7
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CRIC Web UI 6/7
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CRIC Web UI 7/7
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JINR, PNPI, SPbSU, IHEP data centers already settle high throughput network, which is 
one of the keys for creation of distributed system
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Status and plans
• Status

• A full scale setup of the future data processing system is ready

• Integration of the PNPI computing centre was done in March, the site is ready to 

receive payloads

• SPDRoot container jobs are being tested at the LIT MICC, we’re working with the 

site admins to solve minor issues with RAM allocation

• Plans

• Run a set of jobs, i.e. implement a task

• Run SPDRoot container payloads at PNPI

• Data organization, transfers, processing chains definition

• Continue of the sites integration process
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Activities and manpower
• Activities

• Support of the existing infrastructure: WFMS, IS, WMS services

• Deployment and integration of the FTS, DMS, Monitoring services

• Workflows development

• Implementation of applied software support in the Pilot application

• Work on external sites integration, especially on non standard ones, such as HPCs

• Status

• 3 students will leave us in two months after defending their magister works

• We have only me and Danila

• We need more people
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Thank you!
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