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BM@N Data Processing Flow
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Online Software Systems
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Electronic Logbook
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Current version of the e-Log Platform

Create a 
new run

Advanced 
search
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records per 

page

Page 
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search

16 September 2022 bmn-elog.jinr.ru (“Detector → BM@N Logbook” on bmn.jinr.ru)

https://bmn-elog.jinr.ru/
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e-Log Platform. Notification Service

516 September 2022

user 1

user 2

user 3

user 4

e-mail notifications

different types of events:

“shift started”

“problem report”

“configuration”

“new run”

…

User Cabinet

NC Cluster 
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C++ API → REST API (in progress)
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Autogenerated class wrappers for the logbook objects

allow to access and manage the data in the BmnRoot framework

ElogDbRecord – records written by a shift crew during the experiment runs which describe operating 

modes of various systems and detectors and different types of events

ElogDbType – record types: ‘Shift started’, ‘Problem report’, ‘Configuration’, ‘New Run’, etc.

ElogDbPerson – a list of the experiment staff

ElogDbTrigger – dictionary of all possible trigger types

ElogDbBeam – dictionary of all possible beam particles

ElogDbTarget – dictionary of all possible targets

ElogDbAttachment – files attached to a record for detailed description of the run

ElogConnection – serves to open and close connections to the databases including e-Log

ElogSearchCondition – forms criteria for selection of necessary records

The main functions of the e-Log interface:

for data objects (static): Create, Delete, Get, Search, PrintAll.

for attributes (non-static): Getters and Setters functions, Print.

16 September 2022



LOGO

Online metadata → BM@N Condition Database

period, run
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DAQ
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new run

new run

716 September 2022
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offline data processing
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Online Software Systems

8

Online Configuration System
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Igor Alexandrov

(15 September 12:50)

Status of the Configuration 

Information System

for BM@N online processing
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Web Interface of the OCS. Task monitor

1016 September 2022

• Web interface: completed

• OCS is under testing now

• Configuration Database: completed

• Configuration Manager: completed
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Online Processing System for BM@N

1116 September 2022

Ilya Romanov

(15 September 13:05)

Online Processing System for 

the BM@N experiment

Ilya Romanov

FairMQ is a messaging library focused on building modular
systems for data processing in high energy physics
experiments. It represents an abstraction over various
messaging technologies such as ZeroMQ, Nanomsg, etc.

DDS (Dynamic Deployment System) is a set of tools that
facilitates the process of system deployment. As a Remote
Manipulator System (RMS), it initially provides SSH or
SLURM, but also allows you to use other methods.

The purpose of the online data processing system
is selective data processing (digitization of events
and fast reconstruction) and monitoring of the
data of the ongoing experiment.
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BM@N Data Processing Flow

16 September 2022
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Offline Software Systems
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BmnRoot Framework
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BmnRoot Release Preparation: 22.10.0

Three versions of the tracking

are supported: CellAuto for

Run 7, L1Tracking for Run 8 in

online, VF for Run 8 in offline

Event simulation with Geant4

is used by default.

The BM@N tasks are being

restructured to support online

processing.

BmnRoot database interfaces

have been moved to

submodules.

BmnRoot is currently being

tested on distributed clusters

before the release.

All improvements and new

features will be described at

the release tag.

apr22 v18.6.8

BmnRoot adaption, macro simplification, folder and 

module restructuring, removing crosslinks

16 September 2022

6.26
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Event Data Processing in BmnRoot

digitizer
BmnDataToRoot.C

reconstruction
run_reco_bmn.C

physics

analysis
macro/physics/

bmn_dst.root

digi_run.root bmn_sim.root

Geant 3/4, FlukaDAQ Storage
raw data in binary format

raw_run.data

Event Generators
DCM-QGSM, DCM-SMM, UrQMD…

generator.dat

16 September 2022

Geometry 

Database

Unified

Condition 

Database

Event 

Catalogue

RAW 

digits 

format

SIM 

format

DST 

format

RAW 

binary 

format

simulation
run_sim_bmn.C

branches with digits should be renamed before 

Run 8 to improve clarity of the data processing 
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Condition|Unified Database
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Condition Database Structure

pointer to

SIM storage level

pointer to

EXP storage level

pointer to

Parameter Storage

12

1716 September 2022

storing information on 

experiment sessions and runs, 

setup geometries, detectors, 

parameters and parameter values, 

and generated simulation files

pointer to

Geometry Storage
(will be removed after 

Geometry Database 

integration)
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C++ API → REST API (in progress)

Autogenerated class wrappers for database tables with specific functions

allow to access and manage data in the BmnRoot framework

UniDbRunPeriod – describes run periods (a set of runs) of the experiment

UniDbRun – run parameters (number, time, energy, beam, target, magnet field, file path, etc.)

UniDbDetector – detectors of the experiment (detector dictionary)

UniDbParameter – common information about detectors’ parameters presented on the previous 

slides and stored in the database (parameter dictionary)

UniDbDetectorParameter – values of detector parameters for experiment runs

UniDbSimulationFile – describes a set of generated simulation files

The main functions of the database interface:

for data objects (static): Create, Delete, Get, Search, PrintAll.

for attributes (non-static): Getters and Setters functions, Print.

1816 September 2022

bmnroot

uni_db

elog_db

  

database

uni_db

elog_db

database

uni_db

elog_db

GitLab

donedone

submodules

bmnroot bmnroot
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Unified Database Architecture

configuration

calibration

parameter and

algorithm data

detector simulation

raw data processing

event reconstruction

physics analysis
BmnRoot

framework

C++ database 

interface
(connect, I/O, API)

Unified

Database

Web Service
service script for auto 
updating simulation file list 

users

FreeIPA    authentication

1916 September 2022

reading and 

changing data

service script for checking 
integrity of the raw data files
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Status of the web service for Unified Database

20

visualization of summary data in the form of diagrams and charts

convenient viewing, managing and searching for up-to-date information

on the BM@N experiment in tabular view by collaboration members

16 September 2022 bmn-unidb.jinr.ru (“Software → Databases → Unified Database” on bmn.jinr.ru)

bmn-unidb.jinr.ru

https://bmn-elog.jinr.ru/
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Tabular View of the Unified Database

Detector & Parameters

Parameter Values

Simulation Files

Experiment Runs

2116 September 2022
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Unified Database. File Inspection Service

2216 September 2022

File Inspection Service
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Event Metadata System
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Architecture of the Event Metadata System

24

Web interface

for viewing and 

searching for event 

metadata stored in the 

Event Catalogue and 

retrieving events which 

satisfy given user 

parameters

Metadata API

for writing new metadata 

to the Event Catalogue 

while data processing 

and requesting events 

selected by criteria for 

physics analysis in 

BmnRoot

16 September 2022

Peter KLIMAI

(15 September 12:30)

Software contribution from MIPT: 

Development of software 

systems and services for BM@N
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Web User Interface of the Event Metadata System

2516 September 2022

Contains summary properties of collision events and references to their storage location

Allows user to quickly search for a set of events required for a particular physics

analysis by various parameters

event metadata are written only if

primary vertex has been found in the eventselection

event pointer
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Collaboration Services
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Evolution of the BM@N Services

27

NC Cluster 

Condition Database
bmn-unidb.jinr.ru

Electronic Logbook
bmn-elog.jinr.ru

Forum System
bmn-forum.jinr.ru

Wiki Doc Server
bmn-wiki.jinr.ru

Geometry Database
bmn-geo.jinr.ru

BM@N

Collaboration

NC cluster

NC clusterTango Viewer
bmn-tango.jinr.ru

NICA-Scheduler
bmn-scheduler.jinr.ru

16 September 2022

Event Metadata
bmn-event.jinr.ru

Official BM@N Web Site
bmn.jinr.ru

Configuration System
bmn-online.jinr.ru

https://bmn-unidb.jinr.ru/
https://bmn-elog.jinr.ru/
https://bmn-forum.jinr.ru/
https://bmn-wiki.jinr.ru/
https://bmn-geo.jinr.ru/
http://bmn-geodb.jinr.ru/
http://bmn-scheduler.jinr.ru/
https://bmn-event.jinr.ru/
https://bmn.jinr.ru/
https://bmn-online.jinr.ru/
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FreeIPA: Single Authentication & Authorization

28

Collaboration members

Electronic Logbook

bmn.jinr.ru/registration

BM@N Registration on bmn.jinr.ru

16 September 2022

bmn-ipa.jinr.ru

Condition Database

Geometry Database

Wiki Document Server

Configuration

System Event Metadata

admins writers readers

49 Users

17 Groups

7 Services

https://bmn-ipa.jinr.ru/
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Monitoring Information Systems

Email Notifications

mon-service.jinr.ru Grafana

View

• Unified Database + detailed

• Electronic Logbook + detailed

• BM@N Web sites

2916 September 2022
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BM@N Distributed Processing

30

Computing Clusters
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Status of Computing Clusters for BM@N

FairSoft/FairRoot have been installed & configured in JINR CVMFS

Automatic software deployment of the BmnRoot on CVMFS with GIT CI

NICA Cluster

ncx[101-106].jinr.ru
(LHEP, b.216)

MICC Tier1/2 Centre

lxui,jinr.ru
(LIT, b.134)

hydra.jinr.ru

(LIT, b.134)

HybriLIT platform (HPC Govorun)

OS: CentOS 7.7

Exp. software: CVMFS

EOS: 1 PB (replicated)

GlusterFS: 116 (replicated)

SGE: 500 slots/user

OS: Scientific Linux 7.9

Exp. software: CVMFS

EOS: 1 PB (replicated)

SLURM: cicc – 400 slots/user

OS: Scientific Linux 7.9

Exp. software: CVMFS, Modules

ZFS: 280 TB,

Fast Storage on Lustre 100 TBssd

SLURM: bmn – 192 slots

3116 September 2022
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Using BmnRoot at the computing clusters

3216 September 2022

Local Machines with CentOS 7

C++14/17 → GCC 7.2.1+ → devtoolset-7/9…

CMake 3.11 or above → CMake3

BM@N Clusters

New FairSoft and FairRoot has been installed in CVMFS

ssh –X [username]@[ncx,hydra,lxui].jinr.ru
. /cvmfs/nica.jinr.ru/centos7/bmn/env.sh # GCC 11.2 + cmake 3.18 + simpath/fairrootpath

run after login every time (or add to .bashrc)

Do not forget to run SetEnv.sh script once before building the BmnRoot framework

Manuals: https://bmn.jinr.ru/software-installation/

https://bmn.jinr.ru/nica-cluster/

https://bmn.jinr.ru/micc-complex/

https://bmn.jinr.ru/hybrilit-govorun/

One Software Storage, CVMFS is used at BM@N DAQ Farm, NCX-cluster, LIT MICC & HybriLIT

https://bmn.jinr.ru/software-installation
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BM@N Software-Computing Architecture (design)

3316 September 2022
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BM@N Distributed Processing

34

DIRAC Interware
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BM@N WorkFlow Services via DIRAC

35

Igor PELEVANYUK

(15 September 13:35)

BM@N mass data production on the distributed computing infrastructure with DIRAC

16 September 2022

Submit thousand of jobs to DIRAC Job Queue

Tier-1 CICC/Tier-2 Clouds Govorun NICA Cluster External 

Collaborators

User

JobUser

JobUser 

JobUser 

JobUser 

JobUser 

Job

Pilot job Pilot job Pilot job Pilot job Pilot job Pilot job

User 

Job

User 

Job

User 

Job

User 

Job

User 

Job

User 

Job

Collaboration members
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BM@N event processing via DIRAC

3616 September 2022

Quotas (cores):

Tier1: 920 (for NICA)

Tier2: 1000 (for NICA)

Govorun: 192 (BM@N)

NICA cluster: 250 (for NICA)

JINR Cloud: 90 (for JINR)

Members-states clouds: ~500 (for JINR)

number of running jobs exceeded 1600

Total number of jobs: 18,900

Total wall time: 29 years Average duration: 13 hours
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Data-Processing Simulation for BM@N

16 September 2022

Daria PRYAHINA

(15 September 13:50)

Simulation results of BM@N 

computing infrastructure

▪ session duration – 800 h
▪ run duration – 60 sec
▪ time between runs – 30 sec

1 run = 1 file = 41 GB
1 event = 0,4 MB
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Simulation Results (Scenario 1)

16 September 2022

800 hours ≈ 1 300 TB raw data Completed jobs in 800 hours

≈ 45%

≈ 25%

≈ 99%

≈ 97%

➢ the software modelling complex has been upgraded

➢ Based on the simulation results, we can predict problems that may appear 
during the experiment and data processing.
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BM@N

Software

Contribution

JINR LHEP (Spokesperson: Mikhail KAPISHIN) 

Konstantin GERTSENBERGER

Alexander CHEBOTOV, Ilya ROMANOV

39

MIPT group (Head: Tagir AUSHEV)

BM@N Software Contribution

JINR LIT (Director: Vladimir KORENKOV)

Irina FILOZOVA, Igor ALEXANDROV, Evgeniy ALEXANDROV and staff

Development of the Geometry Database and Online Configuration Systems

SPbU group (Head: Sergei NEMNYUGIN)

BM@N Software “Group” (2.5 FTE)

16 September 2022

Peter KLIMAI, Mihail ZELENYY, Artyom DEGTYAREV

Development of Information Systems and Services for BM@N

Sergei NEMNYUGIN, Anastasia IUSUPOVA

Development of an Interactive Virtual Reality application for BM@N Visualization

Ongoing negotiations with Andrey Rogachev

(LPR MIPT) to attract students for BM@N
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JINR LHEP (Computing Leader: Andrey DOLBILOV)

Ivan SLEPOV:

Support of the information services for BM@N on the NICA cluster

40

BM@N Computing and Technical Contribution

JINR LIT (Director: Vladimir KORENKOV)

Nikita BALASHOV: CVMFS Deployment, GitLab Services, Docker

Containers, Document Database Server (with Ivan Sokolov)

Dmitriy PODGAYNY, Oksana STRELTSOVA, Maksim ZUEV

HybriLIT and SC Govorun support

Igor PELEVANYUK: DIRAC workload management system

Vladimir TROFIMOV, Daria PRIAKHINA

Simulation of BM@N computing infrastructure

Irina FILOZOVA, Tatiana ZAIKINA, Galina SHESTAKOVA

Development of the BM@N Gallery with official figures and images

BM@N

Computing & 

Technical

Contribution

16 September 2022
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Concise Roadmap of the BM@N Software I

16 September 2022

Topic Development Task FTE/y Implementer

B
M

@
N

 C
o

m
p
u
ti
n

g

BM@N distributed data processing via WMS (DIRAC) 0.5 x

BM@N distributed data processing using File Catalogue (RUCIO) 0.25 x

Workflow Service (AirFlow) integration with BM@N systems 0.25 x

NICA-Scheduler support 0.25 K. Gertsenberger

Benchmarking and testing BM@N clusters to predict failures 0.25 x

Modelling System for BM@N computing infrastructure 0.5
V. Trofimov (LIT)

D. Pryahina (LIT)

Dockers for BmnRoot: deployment and distributed processing 0.25 x

Online Processing System using FairMQ & DDS, Event Monitor 0.5 I. Romanov (LHEP)

Integration of the Online Converter with the Condition Database 0.25 x

Modern Web Event Display for online and offline visualization 0.5 x

B
m

n
R

o
o

t 

p
ro

c
e

s
s
in

g Implementation of miniDST format 0.25 x

Implement Trigger Info format and write to the Unified Database 0.25 x

Automation of BM@N Alignment 0.25
Zafar Tukhliev (LIT)

Zarif Sharipov (LIT)
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Concise Roadmap of the BM@N Software II

16 September 2022

Topic Development Task FTE/y Implementer

B
M

@
N

 I
n
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a

ti
o

n
 S

y
s
te

m
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n
d
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e
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e
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Configuration Database and Manager using DDS 0.25 I. Alexandrov (LIT) et al

Web Interface for the Online Configuration System 0.5 I. Filozova (LIT) et al.

Geometry Information System and its integration 0.25 I. Alexandrov (LIT) et al

Event Metadata System 0.5 P. Klimai (MIPT) et al.

Web interface for the Event Metadata System 0.5
P. Klimai (MIPT)

A. Chebotov (LHEP)

Improving web interface for the Condition Database (UniDB) 0.1 A. Chebotov (LHEP)

Auxiliary services for the Condition Database 0.25 Mikhail Zelenyi (MIPT)

REST API interfaces to the Information Systems (Electronic

Logbook, Condition DB, Event Metadata, Geometry DB…)
0.5

P. Klimai (MIPT)

A. Chebotov (LHEP)

Common Deployment System for all Information Systems 0.25 A. Chebotov (LHEP)

Development of the Monitoring System for BM@N Software 0.25 x

Database replication for auto-recovering BM@N systems 0.25 x

Refinement and support BM@N software systems and services 0.5 x

Deployment and support the systems on the NC-cluster 0.25 I. Slepov (LHEP)
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Concise Roadmap of the BM@N Software III

16 September 2022

Topic Development Task FTE/y Implementer

C
o
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b
o

ra
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o

n
 

S
e

rv
ic

e
s

System for publication and report activity: DocDB (Fermilab) &

Alternative software solution
0.25

N. Balashov (LIT) et al.

I. Filozova (LIT) et al.

Web Gallery for officially approved figures 0.25 I. Filozova (LIT) et al.

Support of the GitLab pipelines (tests), dockers… 0.25 N. Balashov (LIT)

Supporting and improving the current BM@N services 0.25 K. Gertsenberger

BmnRoot support and evolution 0.5 K. Gertsenberger

Correcting error messages and memory bugs in BmnRoot 0.25 x

Writing documentation, tutorials, project management system… 0.25 x

And many other tasks: forgotten tasks, emerging tasks, transition

to modern solutions (e-Log redesign, NoSQL for Condition DB…
x x

The shortage of FTE is a minimum of 4.25

Konstantin GERTSENBERGER

Alexander CHEBOTOV, Ilya ROMANOVBM@N Software Group (2.5 FTE)

The BM@N Software Group 

must be increased from 2.5 to 

6 FTE at least to support stable 

work of the BM@N software
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BM@N Software Strategy

16 September 2022

without Software Complex with Software Complex
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Software Strategy Issues

16 September 2022

Goals and objectives: defined

Resources

❖ Software Fund: no fund, no financial support, 

own motivation of the non-LHEP participants

❖ Staff: no regular software group (denied)

❖ Computing Resources: not enough stable 

computing resources for future BM@N processing

Roadmap: defined
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A lot of efforts have been invested to make progress in development of the systems for

BM@N online data processing, such as Configuration Information System and process

management system via FairMQ and DDS packages.

Many software information systems of the complex are on the final stage of the

implementation and deployment on the NC-cluster to reduce the time of obtaining

physics results. The Electronic Logbook and Condition Database with related services

are actively employed by the collaboration members. The Geometry Database, Event

Metadata and Configuration Systems are on the last stage of the completion.

BmnRoot Release 22.10.0 should be issued with the latest BM@N simulation,

reconstruction, analysis and software improvements to be employed for mass data

processing in Run 8.

The distributed software-computing architecture of the BM@N data processing has been

designed. The work with the DIRAC workload manager is in progress.

The lack of the software fund, regular staff and stable computing resources poses

serious risks for the further BM@N data processing and analysis, and decisions need to

be made before the experiment is totally wrapped up in the issues.

Conclusions

16 September 2022
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Official BM@N Web-site: bmn.jinr.ru

✓ Collaboration

✓ Information

✓ Documents 

✓ Software

✓ Databases

✓ Computing Section 
(NICA Cluster, MICC 
Complex, HybriLIT 
& Govorun)

✓ Guides, Manuals

✓ Wiki

✓ Forum

✓ ZOOM room

✓ BM@N Mail-lists

✓ etc.

16 September 2022
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Thank you for your attention!
More information: bmn.jinr.ru

nica.jinr.ru

Email: gertsen@jinr.ru
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Backup

49
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BM@N User Registration Form

50

The required fields are filled in and the request is sent by e-
mail to the software coordinator
It is impossible to register yourself on the resources only via
sending this request
You must specify the mail, select resources and specify the 
necessary rights

16 September 2022

bmn.jinr.ru/registration
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BM@N Wiki Document Server

51

Contains all documents of the BM@N experiment

Located in the Docker at the NICA cluster

FreeIPA Authentication (Single Account)

Sections

BM@N Subsystems

Run Control

SRC program

Common documents

Reports

Software

Computing

Archive

bmn-wiki.jinr.ru (“Wiki” section on bmn.jinr.ru)16 September 2022

https://bmn-wiki.jinr.ru/
https://bmn-elog.jinr.ru/
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Tango (Slow Control) Viewer

52

Web service for BM@N slow control hardware parameters

Shows sensor data graph based on run number or time 

interval, and parameter name (dictionary or custom set)

If a parameter is 1D array, in this case a multigraph is 

displayed

Uses Dash framework and packed in Docker container

16 September 2022 bmn-tango.jinr.ru (“Software → Databases → Tango Parameters” on bmn.jinr.ru)

https://bmn-elog.jinr.ru/
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BM@N Collaboration Forum

53

http://se49-48.jinr.ru

BM@N Forum & News system for a quick communication and discussions
between collaboration members and groups:

various topics for different groups, subscriptions, comments…

bmn-forum.jinr.ru

Platform: Discourse

Architecture:
Redis + sidekiq + Nginx + PostgreSQL

Forum Topics:
• News
• Support and Questions
• Sections for Working Groups
• Physics Analysis Issues

Moved to the Docker at NICA cluster

Switched to FreeIPA Authentication 
(Single Account)

bmn-forum.jinr.ru (“Forum” section on bmn.jinr.ru)16 September 2022

bmn-forum.jinr.ru
https://bmn-elog.jinr.ru/

