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OLD VERSION OF FIT FUNCTION DESCRIBING TAIL
DISTRIBUTION

e GERDA fit function has:

e Gaussian peak distribution described as:

2
* Low energy tail distribution described as: . S 0_) etk (E — o )

232 V20 +\/—Tﬂ

* Number of parameters that describe these two distributions are 4: n (amplitude of gaussian peak), o (width of
gaussian peak), ¢ (amplitude of tail), B (width of tail) (in total 8 parameters)

* We need to express number of events in tail portion as a fraction of total events in the peak

mE)=ggew (g +3m )% * Vo

28 BT 2p?
[1]Agostini, M., et al., Calibration of the GERDA (5)
experiment. arXiv preprint arXiv:2103.13777, 2021) where 8 and ¢ are the height and slope of the tail, re-
spectively. An example of the FEP peak fit is shown in
the inset of Fig. 1.

* Typo in GERDA paper[1] found & E-u o2 E-u o
exp ( > erfc ( ) :
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pea yeak count (N) and peak width o, 00 TFT~ ..
por [ .v v-: ':_-‘ . : H ﬂlf = . i "73'3 LA / NERRARR "-‘
jussian 4t o : Oor Q6 0% |
= "' AMp d’ev"of low e’ne’rgy__tai.l restricted .' ion (1-f) of q::’gal'peak count (N)and peak width o, R
~*  N.(1-f). Gaus*Erfc N A
*  Number of parameters remain same in both cases (8) as N, f, Ogaus aNd oy, replace the 4 variables : n, o, cand 8 o

« Method already used by MAJORANA collaboration [2]
* Parameter limits on ‘f’ float between 0.7-1, restricting the tail contribution to 30% of the total peak

* For now, unable to find any theoretical motivation for this fraction

NAbgrall, N., et al. "The MAJORANA DEMONSTRATOR calibration system.“ arxiv:1702.02466
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Energy Spectrum (#5)

— Total fit

Background
Gaussian
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E. (a.u.)

ENERGY
SPECTRUM

e After implementing the new fit
function, 9 out of 12 peaks were
fitted

e Using MIGRAD algorithm, status
“converged” and Error Matrix was
“accurate”



Energy Spectrum (#5)

* Shows fit of highest intensity peak




Energy Spectrum (#5)
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PEAK AT 1408 ke
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* We can clearly see the difference in
peak of function describing tail portion
before and after the peak fraction of
T tail is restricted to 30% to total peak
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Energy calibration (det #5) E N E RGY CAL' B RATl
—— p0=0.111+0.001 keV ,p1=0.400076+0.000001 keV/a.u. C U RV E

—
o
o
o

—
>
Q
5.4
—
[
IS
w

* Slope of the fit shows a significantly small change
(of the order of 1E-5)

* Intercept is significant in this case as compared to

previous function where it is of the order of ~1E-
11.

Etrue — Ene (keV)
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Residuals with constraint on p0

—— (Gaus+Lin+Erfc+Gaus*Erfc) peak fit function for D5 R E S | D U/ \ I—S

* With constraint on intercept, the residuals of the
new peak fitting function are within -0.17 keV to
+0.31 keV

400 600 800 1000 1200 1400
Eq: (a.u.)



Energy resolution (#5)

—— a=3.64+0.01 keV?, b=0.00249+0.00008 keV, c=0.0000038+0.00000

3.

* |ntroduced an E? term in the fit of resolution to —
account for charge carrier collection

w
o

« FWHM = 2.355-vVa + bE + cE?

:
g
=
-
=
(18

e Resolution is 3.7 keV at 1.33 MeV
* Resolution without including E% term was 3.3 keV

 Need to include systematic errors as well

600 800 1000 1200 1400
E true ( kev)
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ENERGY
SPECTRUM

—— Total fit

- Tall
Background
Gaussian

* With the new fit function, 9 out of
12 peaks were fitted

e Using MIGRAD algorithm, status
“converged” and Error Matrix was
“accurate”

1000 1500 Eéo(oo ) 2500 3000 » Statistics is low in this data, sowe
rec (@.U. ;
will add more later




— Total fit
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PEAK AT 121 KEV ( Y

Fitted peak from energy spectrum
obtained on Nov 7



* Fitted peak from energy spectrum
obtained on Nov 7
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Energy calibration (det #5) Nov 7

ENERGY CALIBRATI
CURVE (NOV 7)

—— p0=0.089+0.009 keV ,p1=0.400569+0.000006 keV/a.u.
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There is a statistically significant change in values
of slope and intercept

Change in intercept is of the order of 1E-4
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3200 3600
Efi: (a.u.)




Energy calibration on two dates

=—-: p0=0.111+0.001 keV ,p1=0.400076+0.000001 keV/a.u. (Oct 20-21) /
== p0=0.089+0.009 keV ,p1=0.400569+0.000006 keV/a.u. (Nov 7) & CO |\/I PA R | S O N
7

=
o
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There is a statistically significant change in values
of slope and intercept (change is of the order of
1E-4)

Etrue (keV)

e Blueis Oct 20-21 data
e Dashed Red is Nov 7 data

e Both fit superimposed, unable to distinguish

500 1000 1500 2000 2500 3000 3500




Residuals with constraint on pO

—J— (Gaus+Lin+Erfc+Gaus*Erfc) peak fit function for D5

* With constraint on intercept, the residuals of the
new peak fitting function are within -0.22 keV to
+0.25 keV

200 400 600 800 1000 1200 1400
Efie (a.u.)



Residuals on two different dates (#5)

—-' D5 (Oct 20-21)
=F D5 (Nov 7)

e Change in residuals is not significant

600 800 1000 1200 1400
Es: (keV)



Energy resolution (#5) Nov 7

ENERGY RESOLUTI
(NOV 7)

—— fit: a=4.86+0.16 keV2, b=0.00501+0.00083 keV, c=0.0000032+0.0000006

&

Introduced an E? term in the fit of resolution to
account for charge carrier collection

FWHM (keV)

« FWHM = 2.355-va + bE + cE?
e Resolutionis 4.1 keV at 1.33 MeV

* Need to include systematic errors as well

400 600 800 1000 1200 1400
E true ( keV)




Energy resolution comparison on two different dates (#5)

— - a=3.64%0.01 keV2, b=0.00249+0.00008 keV, c=0.0000038+0.0000001 (Oct 20-21)
7
— = a=4.86+0.16 keV?, b=0.00501+0.00083 keV, c=0.0000032+0.0000006 (Noy‘f)
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* Energy resolution increased from Oct 20-21 to
Nov 7
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e Blueis Oct 20-21 data
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Dashed Red is Nov 7 data

e @1.33 MeV, the resolution changed from 3.7 keV
to 4.1 keV

600 800 1000 1200 1400
Etrue (keV)
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Drift in peaks on two dates i? _.Ef
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* Drift in fitted value of peaks on twojd,gte

* Drift = Mean value of peak from fit on Oct 20-
Mean value of peak from fit on Nov 7 |

* Peak drift above 1200 keV is ~5 a.u., which
supports our change in slope of energy calibration
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* At least qualitatively, the change in calibration
constant is consistent with the observed shift in
peaks

200 400 600 800 1000 1200 1400 * Need to analyze the shifts in more detail to
Etrue (keV) understand it better




detector #5

o oy i %0y 1T
" in tail distribution to a fraction of total ;'Q’ﬂ" il
oy g on oy
. 2ok : 3 "‘r .‘ j ¥ - '—4"‘ * ’ o ‘@
'+ Improved the fit of energy resolution by including effect of incomplete charge collection ]
- Comparison of calibration Cons_:tant from caiibr‘ation of Eu-152 done on Nov 7 with Oct 20-21 data for :
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rin energy reso ution

£ ol Trled callbratlng other detectors (#1 & #2) but found slope reduced by a factor of 2

. Elog-entry shows changes made in the system on Oct 3ch in all but detector 5, so we need to //—\\
- understand it, correct it and calibrate all other detectors as well



