_ o - a.” “a®
coe :i::::..'.'.:'.:' e Joint Institute for Nuclear Research
’,'o:.:.:.c‘. "o:o::. o o[eshcheryakov Laboratory of Information Technologies
® 0 o000, o
D..... ..0000. . L —
o % GRID2023 ==
o 000% % A
oes ssee. 3-7 July 2023 -
A S o0 %’ °
»': :0:0. ..°.‘.°o:°. 2 10th International Conference
* ::o:o...og..og..‘:o.o.o * * “Distributed Computing and Grid Technologies in
ool .:.‘:..': e%ecss Science and Education”

JINR GRID INFRASTRUCTURE STATUS AND
PLANS

Andrey Baginyan, Anton Balandin, Andrey Dolbilov, Aleksey Golunov,
Natalia Gromova, lvan Kashunin, Vladimir Korenkov, Valery Mitsyn,
Igor Pelevanyuk, Sergey Shmatov, Tatiana Strizh, Vladimir Trofimov,

Alexey Vorontsov, Nikolay Voytishin

JOINT INSTITUTE FOR NUCLEAR RESEARCH
Meshcheryakov Laboratory of Information Technologies




* How we started

* Main functions

* Infrastructure

* Network and telecommunication channels

* Servers to support the grid-WLCG environment
* Resources

* Monitoring

e How it works

* Where are we going



How we started

Fnabllng 3 B S \‘ Dats iILCG

for F"SmencF _—

LHC Computing Grid Project (LCG)

COMMON

1999 — Monarc Project o
Early discussions on how to organise
distributed computing for LHC

2001-2003 - EU DataGrid plfOJeCt

Jjﬁ }I\I\ The protocol between CERN, Russia and JINR on a

middleware & testbed for an operational grid participation in LCG Project has been approved in 2003. R~ | =0
2002-2005 — LHC Computing Grid - LCG % L. . PC-farm
deploymg the results of DataGrid to prnVIde The tasks of the Russian institutes in the LCG:
productlon facﬂlty for LHC expenments -'{;! v LCG software teStil‘lg; :
2004-2006 - EU EGEE project phase 1 B . ) ) o CTpykTypa 6 — Interactive
starts from the LCG grid . v" evaluation of new Grid technologies (e.g. Globus toolkit 3) in a KOMNRNEKCa 18 — Common PC-farm
shared production infrastructure CERE context of using in the LCG;
expanding to other conjlmlmities and sciences finabling. rids 130 CPU 30 - LHC
2006-2008 — EU EGEE-T oreene v event generators repository, data base of physical events: 14 — MYRINET (Parallel)
Building on phase 1 support and development; 18TB RAID-5 20— LCG
Expanding applications and communities ... =
‘ ATL~ 5(15) TB = 20— File servers
...... ) 8 — LCG-user interface
- ) KIAM RAS)-----: ~ R Y
\e@ee "Russian A i [PNP ‘ \e €] ee

nablmg rids = > \t‘ SINP-MSU]----- : / nablmg rids
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The Russian consortium RDIG (Russian Data Intensive
Grid, was set up in September 2003 as a national federation
in the EGEE project.

Total number of records in
Database of RDIG accounting
System — 1 384 800

IHEP - Institute of High Energy Physics (Protvino),

IMPB RAS - Institute of Mathematical Problems in Biology
(Pushchino),

ITEP - Institute of Theoretical and Experimental Physics

JINR  Joint Institute for Nuclear Research (Dubna),

KIAM RAS - Keldysh Institute of Applied Mathematics

PNPI - Petersburg Nuclear Physics Institute (Gatchina),

RRC KI - Russian Research Center “"Kurchatov Institute”

SINP-MSU - Skobeltsyn Institute of Nuclear Physics, MSU,

Number of Job Records per VO
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» Proposal to create the WLCG Tierl center in
Russia: March 2011, accepted in October 2012

# The Federal Target Programme Project:
«Creation of the automated system of data
processing for experiments at the LHC of Tierl
level and maintenance of Grid services for a
distributed analysis of these data»
Duration: 2011 — 2013

Russia Tierl full scope start-up in WLCG in 2014
MNRC “Kurchatov Institute” supports ATLAS, ALICE
and LHCh, JINR supports CMS (Compact Muon
Solenoid)

Systematic increase of computing capacity and
data storage is needed in accordance with the

E}(pE riment rEqU‘lrementS T.Sizh, CMS Teerl al JINR, GRIDZ0E

CMS Tier-1

ll\l L’erl Inauguration I Tape RObOt w

LHCOPN — IOGbps 2400 cores (~ 30 kHS06),

5 PB tapes (IBM T53500), 2.4 PB disk

Close-coupled, chilled water cooling InRow

Hot and cold air gontainment system

MGE Galaxy 7000 —2x300 kW energy efficient solutions [4-

Computing

. elements
T ~

Unlnterrupted {
" power

‘ipiy -

How we started

JINR: current state

*Our Tier-1 currently supports CMS as
the tape-less Tier-1 since October 2013;
*Our resources were fully validated;

*Our Tier-1 participates in CMS Multicore

job scheduling project:

o Able to run multicore glideins (12-
cores) through two queues as of April
29th

o Large scale tests at Tierls

*Our Tier-1 was tested for high memory

(6GB) jobs

JINR|Computing Centre for Data Storage,
Processing and Analysis
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T_.Strizh, CMS Tier1:
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Tierl

Receiving of experimental data from a TierO site in the
volume determined by the WLCG agreement

Archiving and custodial storage of part of experimental RAW
data

Consecutive and continuous data processing

Additional processing (skimming) of RAW, RECO
(RECOnstructed) and AOD (Analysis Object Data) data

Data reprocessing with the use of new software or new calibration
and alignment constants of parts of the CMS setup

Making available AOD data-sets

Serving RECO and AOD datasets to other Tierl/Tier2/Tier3 sites
for their duplicated storage (replication) and physical analysis

Tier2

Running production reprocessing with the use of new software
and new calibration and alignment constants of parts of the CMS
setup, protected storage of the simulated events

Provides services for local communities

Production of simulated data and data analysis recorded by the
CMS experiment

Production of simulated data and data analysis for all
virtual organisations registered on RDIG and of the grid
using experiments with JINR participation

Production of simulated data and data analysis for the NICA
experiments (MPD, BM@N, SPD)

Production of simulated data and data analysis for the
NICA experiments (MPD, BM@N, SPD)

-
J
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Network and telecommunication channels

JUNI Callipus

Wide Area Network 3x100 Gbps
Cluster Backbone 4x100 Gbps
Campus Backbone 2x100 Gbps

JINR traffic

Amsterdam
B 2 JINR Tierl and Tier2 external input traffic (PB)
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Infrastructure and services

Common services for most components:

The infrastructure and services of the > kerberos, VOMS - authentication and authorization of access;

Tierl (JINR-T1) and Tier2 (JINR-LCG2) > AFS - user home directories, installation and access to user and
sites ensure the operation of: group software, available world-wide like local FS with POSIX

access;
» CVMEFS (CernVM-File System) servers (stratumO0/1) - installation
computing service, and storage of collaboration and groups software with many
access

service of access to user home directories,
service of access to user software versions,
GRID support service,

» CVMFS clients and caching - access to collaborations and
groupssoftware (read-only), used to access local CVMFS and
global repositories from all over the world;

VVVVYVYYVYVY

data transfer service, > EOS - storage and access to experimental data over large
distributed computing control system, volume, available on interactive and calculating machines like
information service (monitoring, local FS with POSIX access, world-wide access via xroot and http
information sites). protocols;

» GIT - service for building and testing collaboration software
and groups for subsequent installation in CVMFS.



Infrastructure and services (Tierl 2023)

T1_RU_JINR Performance
350000

Computing farm (CE)
323820.54 HEP-SPEC06, 20096 cores Software :

200000 Average HEP-SPEC06 per Core = 16.11 OC: Scientific Linux release 7.9.
L 150000 468 hosts
) EOS 5.1.23
100000 CMS (16-cores pilot): dCache 8.2
w I I Max: 20096 cores .

Enstore 6.3.
NICA (from DIRAC) nstore

Slurm 20.11.
Max: 4000 cores grid UMD4 + EPEL (current versions)

300000

SPEC06

HEP

2016 2017 2018 2019 2020 2021 2022 2023

T1_RU_JINR Cores ARC'C E

Storage Systems (SE) FairSoft

20000 dCache: SE disks: 11763.44 PB FairRoot
£ CMS @ dcache mss Total: 2642.24 TB MPDroot
5 Tapes@Enstore: 35562,00 TB
grov Tape robots: 51.5PB, IBM TS3500(11.5PB) +

so00 B I IBM T4500(40PB)

0 EOS: 21829.01 TB

2016 2017 2018 2019 2020 2021 2022 2023

CVMFS
2 squid servers cache CVMFS



HEP-SPECO6
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Infrastructure and services (Tier2 2023)

JINR Tier2 Perfomance

JINR Tier2 cores

2017 2018 2019 2020 2021 2022 2023

Computing Resources ( CE):

Interactive cluster: Ixpub [01-05] .jinr.ru

User interface Ixui [01-04] .jinr.ru (gateway for external connections)

Computing farm.

485 hosts

10356 cores

166788.4 HEP-SPEC06

16.11 HEP-SPECO6 average per core

Storage Systems (SE)
EOS=21829.04 TB
ALICE @ EOS Total: 1653.24 TB
AFS: ~12.5TB (user home directories,
workspaces)
CVMFS: 3 machines : 1 stratumO, 2
stratuml1, 2 squid servers cache CVMFS
(VOs: NICA (MPD, B@MN, SPD), dstau,
jjnano, juno, baikalgvd).
dCache : SE disks =3753,69 TB

for CMS: 1903.2695 TB

for ATLAS: 1850.4248 TB
Local & EGI @ dcache2 Total: 256.91 TB

Software :

OC: Scientific Linux release 7.9.

EOS 5.1.23

dCache 8.2

BATCH: Slurm 20.11 with adaptation to
kerberos and AFS

grid UMDA4 + EPEL (current versions)
ARC-CE

FairSoft

FairRoot

MPDroot



Long-term storage system

Storage and data.

Storage system exchange rate, statistics since the TS3200 is only used for tests.
beginning of 2023 TS3500 on standby, currently connected to CTA
TS4500 runs on CMS, half capacity reserved for NICA
3000,00 Tape storage volumes.
2500,00 T1mss tape. 20 PB allocated, 11 PB occupied, 7 PB available (remaini
- space on tapes onIy).
; 2000,00 TS3500 12 PB free
£ TS4500 total 40 PB, of which 20 CMS, 20 reserve
3 1500,00
g 1000,00 Detailed volumes in PB since the beginning of 2023
o 2 _Inlmimss
000 Il 30 43 20
AR SRR TR RS EE Y- IZf 82 198 11
g 8<%k s €5 i'% £ 3 E E g HE 83 Development for next one-two years
3 E % g~ ol ¢ 8 - » TS3500 11,5 PB, 12 LTOG6 drives is being used as a
” > g o i testing ground for the EOSCTA installation. Will be
é a repository for non-WLCG experiments
» TS4500 40 PB 12 drive 3592-60F Jaguar will be
Total exchanges - 230 millions files divided into 2 logical libraries
Presented are external customers who have accessed more « 20 PB 6 drives managed by Enstore for CMS

10th International Conference "Distributed Cot

than 1 m|II|on times. Technologies in Science and Education” ( * 20PB6 dI"iVES under EOSCTA fOF NICA



Middle-term storage system

AT
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/nica/spd |
dayabay 6,53%
14,40% -

fobos
13,31% |

star [ borexino |
/nica/mpd 2,24% | 0,80%

EOSMIIT e ] - EOSLHEP 14,88% ! monument V .
. ‘ _— A\ |

\\T\ 1,41%
| Cloud finp-admin
=== ‘ WA
'F'% panda [§
' | Cloud 15,96% cms4 0,53% |
Tier2 GOVOI‘un 0 NICA Cluster 2N 0141% | bass! genetics |

EOS is definitely a storage system for extra large amounts of data. EZid

baikalgvd |

| | 0,01% |
| 17,26% | —

juno

Optimal in terms of cost / volume of storage,

Convenient for users almost like a local file system.

Supports many access protocols: POSIX when mounted on user machine; xroot and http for fast remote access.
High reliability of data storage due to duplication on different servers, storage on different servers in the format
vertical RAID with checksums.

High data access speed due to parallel copying from many servers.

Protecting Data with an Extended Access Mod List Set groups and individual users.

10th International Conference "Distributed Computing and Grid
Technologies in Science and Education" (GRID'2023)



JINR Tierl (last year)

Accounting - 2022_5 to 2023_5 normcpu for CMS TIER1
and DATE
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Accounting - 2022_5 to 2023_5 normcpu for CMS TIER1 and DATE
ES-PIC
FR-CCIN2P3 | | 5,47%

7,87%

UK-T1-RAL
10,76%

IT-INFN-CNAF
10,87%

JINR Tierl is
regularly
ranked on top
among world
Tierl sites that
process data
from the CMS
experiment at
the LHC.

US-FNAL-CMS
28,16%

RU-JINR-T1

DE-KIT
24,31%

12,57%

Accounting - 2022_5 to 2023_5 njobs
at JINR Tierl for VO

bmn.nica.jinr
6,04%

Since 2019, the
JINR Tierl center
has demonstrated

spd.nica.jinr
25,56%

stable operation not
only for CMS (LHC),
but also for the
NICA experiments.

cms
49,18%
mpd.nica.jin
r
19,22%




JINR Tier2 (last year)

Accounting - 2022_5 to 2023_5 normcpu for

RDIG Tier2
Accounting - 2022_5 to 2023_5 normcpu on JINR Tier2 for VO RU-SARETI SPhSU ITEP
lhch 1,14% 0 4% Ru-Troitsk-
19,18% INR-LCG2
alice RU-Protvino- 0.69%
14,83% _ lc IHEP '
biomed 0,03% 12,41%

~mpd.nica.jinr  0,04% 4
2,85% _

-
/

/ spd.mta jinr

._-‘ 2, 50%

""" Dpyroi
T 0,14%

cms
27,86%

bmn.nica.jinr

atlas 0,06%
32,65%

JINR-LCG2
85,08%

Tier2 at JINR provides computing power and data storage
and access systems for the majority of JINR users and
user groups, as well as for users of virtual organizations
(VOs) of the grid environment (LHC, NICA, etc.).

JINR Tier2 is the most productive in the Russian Data
Intensive Grid (RDIG) Federation.

More than 80% of the total CPU time in the RDIG is used
for computing on our site.

10th International Conference "Distributed Computing and Grid 14
Technologies in Science and Education" (GRID'2023)



RU-JINR-T2 — Total number of jobs by day (custom VO)

Sum HS06_cpuclock hours for cms_mcore (custom VO) from 2023-03-16 to 2023-06-13

525826093.98

RU-JINR-T1 Sum HS06_cpuclock hours from 2023-... RU-JINR-T1 jobs from 2023-03-16 to 202... Sum HS06_cpuclock ore (custom VO) fi

56524976

RU-JINR-T2 Sum CPU HS06_cpuclock hours from .. RU-JINR-T2 jobs from 2023-03-16 to 202..

o

“* 3 monitoring servers :
& About 1800 nodes  * About 16000 service checks

||.'Inu.l.||....l....-.-.II-.|||||..........|.-u.-.l.lu.'l.l.l.l.ll.a
for cms_mcor

The successful functioning of the computing complex is
ensured by the system that monitors all MICC components.
We must

» expand the monitoring system by integrating local
monitoring systems for power supply systems into it
(diesel generators, power distribution units, transformers
and uninterruptible power supplies);

» organize the monitoring of the cooling system (cooling
towers, pumps, hot and cold water circuits, heat
exchangers, chillers);

» create an engineering infrastructure control center
(special information panels for visualizing all statuses of
the MICC engineering infrastructure in a single access
point);

» account each user job on each MICC component.

It is required to develop intelligent systems that will enable
to detect anomalies in time series on the basis of training
samples, which will result in the need to create a special
analytical system within the monitoring system to automate

the process. -



How it works

Detailed Monthly Site Reliability

Site Jul-2022/Aug-2022[Sep-2022/0ct-2022[Nov-2022[Dec-2022
TO CH CERN | 97% 98% 97% 97% 99% 99%
T1 DE KIT 99% | 100% 95% 100% | 100% 96%
T1 ES PIC | 100% | 99% 98% 99% 99% 99%
T1 FR CCIN2P3| 99% 99% 96% 98% 97% 94%
T1IT CNAF | 100% | 99% 90% 100% | 100% 99%
T1 RU JINR | 98% 98% 98% 99% 98% 99%
T1 UK RAL | 98% 94% 95% 86% 99% 99%
T1 US FNAL | 99% 96% 96% 96% 96% 96%
Target 97% 97% 97% 97% 97% 97%

Availability of WLCG Tier-0 + Tier-1 Sites
CcMS Jul-2022 -
Target Availability for each site is 97.0%. Target for 8 best sites is 98.0% Dec-2022
Availability Algorithm: (CREAM-CE + ARC-CE + HTCONDOR-CE) * all SRM

SiteT0_CH_CERN SteT1_DE KIT SteT1_ES PIC
Avatabity from 01-J4-2022 to 31.Dec- 2022
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Availability of WLCG Tier-0 + Tier-1 Sites
CMS Dec-2022 -
Target Availability for each site is 97.0%. Target for 8 best sites is 98.0% May-2023
Availability Algorithm: (CREAM-CE + ARC-CE + HTCONDOR-CE) * all SRM

Site:T0_CH_CERN
Availability from 01-Dec-2022 to 31-May-2023

Site:T1_DE_KIT
Availability from 01-Dec-2022 to 31-May-2023

Site:T1_ES_PIC
Availability from 01-Dec-2022 to 31-May-2023

Site:T1_FR_CCIN2P3
Availabiiity from 01-Dec-2022 to 31-May-2023
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Availability of WLCG Tier-0 + Tier-1 Sites
CMS May 2023
Target Availability for each site is 97.0%. Target for 8 best sites is 98.0%
Availability Algorithm: (CREAM-CE + ARC-CE + HTCONDOR-CE) * all SRM

Site:T0_CH_CERN
Availability from 01-May-2023 to 31-May-2023

Site:T1_DE_KIT
Availability from 01-May-2023 to 31-May-2023

Site:T1_ES_PIC
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Multifunctional Information and Computing Complex (MICC)

DIRAC, PanDA, etc

GOVORUN
1,7 Pf

DATA STORAGE 75PB
NETWORK 3x100Gbps
POWER@COOLING 800 kVA@1400kW

4 advanced software and hardware components

» Tierl grid site

» Tier2 grid site

» hyperconverged “Govorun” supercomputer
» cloud infrastructure

Distributed multi-layer data storage system

> Disks

» Robotized tape library
Engineering infrastructure

> Power

» Cooling
Network

> Wide Area Network
> Local Area Network

The main objective of the project is to ensure multifunctionality, scalability, high performance, reliability and
availability in 24x7x365 mode for different user groups that carry out scientific studies within the JINR Topical Plan.



DIRAC @ JINR

Usage of the DIRAC platform by experiments in 2019-2022

MPD

MICE basic facility .
0 DIRAC \ dCocheJ

- | |
/ B (5| 4
” MLIT EDS 2 AT

MHSO06 days

Govorun

0
== Sep 5019 Mar ‘ZDZO sep %010 Mar ‘2011 Sep 2021 Mar 2022 Sep 2022 Mar 2023
- , = Max: 14.8, Min: 0.00, Average: 5.00, Current: 14.8

L3 : ssD
Lustre The major user of the distributed platform is
g the MPD experiment.

MPD Monte-Carlo production

NRCN (National Research Computer

Network) is the Russia's largest research and e S
education (R&E) network. May allow il B
execution of jobs submitted to Govorun on a =
resources of the network. Massive tests with HUKC £ -
MPD jobs were performed successfully in the || \\ 4 J - I I
| beginning of 2022 - R . I
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Development of the JINR Grid sites @ 7-year plan

The Seven-Year Plan provides for the creation of a long-term data storage center on the MICC resources at MLIT.

1. 1. The process of modeling, processing and analyzing experimental data obtained from the BM@N, MPD and
SPD detectors will be implemented in a distributed computing environment based on the MICC and the
computing centers of VBLHEP and collaboration member countries.

2. Data center dedicated to Monte Carlo production, data storage and processing for the JUNO experiment. This
data center is expected to be one of three European data centers managing JUNO data. The requested numbers
are needed for the processing and storage of the JUNO data and were approved by the parties within
“Memorandum of Understanding for Collaboration in the Deployment and

3. Exploitation of the JUNO Computing Grid” signed between IHEP and JINR on September 1, 2022.

4. To continue as Tierl and Tier2 for LHC (HL-LHC) 'NICA 2024 2025 2026 2027 2028 2029 2030
Tier 0,1,2

The information and computer unit of the NICA complex €PUY (PFlops) 2.2 26 86 856 150 | 1o/ | 5.8
embf?CESI DISK (PB) 17 24 47 75 9% 119 142
1. online NICA cluster, TAPE (PB) 45 88 170 226 352 444 536
2. offline NICA cluster at VBLHEP, NETWORK (Gbps) 400 400 800 800 800 1000 1000
3. all MICC components (Tier0, Tierl, Tier2, “Govorun™ |t should be underlined that the resources given in the table can
supercomputer, cloud computing), be approximately satisfied by 20-25% of the budget allocated for
4. multi-layer data storage system, the MICC.

5. distributed computing network.

10th International Conference "Distributed Computing and Grid

1
Technologies in Science and Education" (GRID'2023) ?



MICC Server Halls mﬁ

Present (1000 kW) Planning for the future — new server hall for the MICC (600 kW)

69 racks for servers containment area for robotic tape libraries
4 racks for the “Govorun” SC 130 racks for servers

10 racks for network equipment
4 racks for administrative services
2 robotic tape libraries -

Network equipment module = - —— p———— s =3 "
Tier 1 (29,33 m?) (35 kW per rack or 560 kW max on Module) H |E'> =5 [HJ = e 3 I_I-_'_] : = |._5'J
,, e . N i L;’;g shep L; of siep shef e
' i - W I - - ii EL“VI ieel ik J‘—!— Esel sl
§§ i é\ ‘ I ‘§ ;‘EEEJE | ¥gef sz} siel B gief el
i i \ 77\ : i = ¥2el asf 10 it siet sl
] 1 ‘Ii | o = E R | M' = § Vg 0 -t X elef 3411 1153 ggel | 11431 sEef
1 ! i ! i Bgef gief 31431 sgef 43
= [] -oeva0 1 1 i 10 wEef | i 1 |
z [ - Gious Jegecs ) il st ief e <t | j
k=l [ st | §le f | HEH T i ¢l
E{_I [ - Hyoric - — I%'l:] = P H‘ ,: ‘ o B s . H
EE I - ciccmier-2 . b i o e i
%i ‘ ] - common Sanvices +—1 el | ' ‘: ‘ :7 : e
'TI!! [831] - Rack number P = * v F ' i
i Wiel s il wlef [ =
[77) - Free space E e rxL. £
i { H
¢
frrype 8 f
H] i -~ rea .. a
£t i
s ¥ g [ L o 1200 “
%[ | FEez - T peeer—
o | sl 5 I i | 1174
g E2|® 5 H | 15% | ¢ 8 il el 1
& | EpEa | Hhe i s B e
%E e g J § K 11 Ff | 5 fl elef sief
Pel: ° === S gied 1 st st
8" [ 8 Ik |t e i | Lie | e i K
i = = - o | E2ef igel
'H <+ H i i sisf 1111
B 28 B —
— gi - ?
= I |G = i
= 3 - R ‘- _— T
L7 20 i e T H H B Hl == N
10th Inteft ererice " DistribTTed Som ana_orid ~

Server ha”znd floor (2023) Technl|es in Science and Education” (GRID'2023) Server hall — 4t floor (2024-2025) *°



e LE B T A M (<]

coe :::::.:..0....0..0 $ S~ e Joint Institute for Nuclear Research
'..0...‘..0.. "o:o:.. ° .Meshcheryakov Laboratory of Information Technologies
@ ..... @ 900, L
b

1 0 % GRID2023

%00 . 0’ . , P S

s 2. 3.7 July 2023 <ws
[ ) . °

.': :0:.. ..°.‘.°o:°. > 10th International Conference

:::o:o’.oo...og'.fo'o'. * ¢ “Distributed Computing and Grid Technologies in

coe el d 0l tt Science and Education”

MANY THANKS TO YOU ALL



Estimation of the Grid Resources of the MICC Components

2024 2025 2026 2027 2028 2029 2030
Tier1 grid site
Tierl performance HEPS06 350000 400000 ' 500000 | 550000 650000 750000 | 850000
Total number of CPU cores 22000 23000 30000 32000 38000 45000 @ 50000
Total data storage capacity, TB 14500 16000 18000 20000 22000 23000 25000
Tier2 grid site
Tier2 performance HEPS06I 187000 204000 221000 238000 306000 408000 @ 510000
Total number of CPU cores 11000 12000 13000 14000 18000 24000 30000
Data storage system
Total volume of the Data Lake on EOS, PB 27 35 38 53 58 71 83
Total robotic tape storage capacity, PB 70 90 130 130 170 170 190

10th International Conference "Distributed Computing and Grid

Technologies in Science and Education" (GRID'2023)
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Resources for JUNO

JINR CONTRIBUTION: COMPUTING ) 2=

Data centers

® Dubna is expected to be one of the data storage and data processing centers
® Data rate: 3 PB/year

® Memorandum of Understanding for computing is signed by JINR

IHEP is able to facilitate construction of high speed channel on Chinese side

Resources requirements, from MoU

JINR Planned to be pledged*
2023 2024 2025 2026 2027

Tape (PB) 5 5 5 B 5
Disk (PB) 5 5 5 5 5
CPU 36 36 30 20 10

The JUNO Project
Dmitry Naumov
Dzhelepov Laboratory for Nuclear Problems

PAC for Particle Physics, June 21, 2023

10th International Conference "Distributed Computing and Grid
Technologies in Science and Education" (GRID'2023)

*numbers are not cumulative
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