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Main functions
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Receiving of experimental data from a Tier0 site in the  
volume determined by the WLCG agreement

Archiving and custodial storage of part of experimental RAW                                             
data

Consecutive and continuous data processing

Additional processing (skimming) of RAW, RECO                                                
(RECOnstructed) and AOD (Analysis Object Data) data

Data reprocessing with the use of new software or new calibration 
and alignment constants of parts of the CMS setup

Making available AOD data-sets

Serving RECO and AOD datasets to other Tier1/Tier2/Tier3 sites 
for their duplicated storage (replication) and physical analysis

Running production reprocessing with the use of new software 
and new calibration and alignment constants of parts of the CMS 
setup, protected storage of the simulated events

Production of simulated data and data analysis recorded by the 
CMS experiment

Production of simulated data and data analysis for the NICA 
experiments (MPD, BM@N, SPD)

Tier2

Tier1

Provides  services for local communities

Production of simulated data and data analysis for all 
virtual organisations registered on RDIG and of the grid 
using experiments with JINR participation

Production of simulated data and data analysis for the 
NICA experiments (MPD, BM@N, SPD)



Infrastructure
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Network and telecommunication channels
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Wide Area Network  3x100 Gbps
Cluster Backbone  4x100 Gbps
Campus Backbone 2x100 Gbps



Infrastructure and services 

The infrastructure and services of the 
Tier1 (JINR-T1) and Tier2 (JINR-LCG2) 
sites ensure the operation of:

➢ computing service,
➢ data storage service,
➢ service of access to user home directories,
➢ service of access to user software versions,
➢ GRID support service,
➢ data transfer service,
➢ distributed computing control system,
➢ information service (monitoring, 

information sites).

Common services for most components:

➢ kerberos, VOMS - authentication and authorization of access;
➢ AFS - user home directories, installation and access to user and 

group software, available world-wide like local FS with POSIX 
access;

➢ CVMFS (CernVM-File System) servers (stratum0/1) - installation 
and storage of collaboration and groups software with many 
software versions, available world-wide like local FS with POSIX 
access

➢ CVMFS clients and caching - access to collaborations and 
groupssoftware (read-only), used to access local CVMFS and 
global repositories from all over the world;

➢ EOS - storage and access to experimental data over large 
volume, available on interactive and calculating machines like 
local FS with POSIX access, world-wide access via xroot and http 
protocols;

➢ GIT - service for building and testing collaboration software 
and groups for subsequent installation in CVMFS.



Infrastructure and services (Tier1 2023)

Storage Systems (SE)
dCache:  SE disks: 11763.44 PB
CMS @ dcache mss Total: 2642.24 TB  
Tapes@Enstore:  35562,00 TB
Tape robots: 51.5PB, IBM TS3500(11.5PB) + 

IBM T4500(40PB)       
EOS:  21829.01 TB  
CVMFS
2 squid servers cache CVMFS 

Software :
ОС: Scientific Linux release 7.9.
EOS 5.1.23
dCache 8.2, 
Enstore 6.3.
Slurm 20.11.
grid UMD4 + EPEL (current versions)
ARC-CE
FairSoft
FairRoot
MPDroot

Computing farm (CE)
323820.54 HEP-SPEC06, 20096 cores 
Average HEP-SPEC06 per Core = 16.11 
468 hosts
CMS (16-cores pilot): 
Maх: 20096 cores 
NICA (from DIRAC)
Max: 4000 cores



Infrastructure and services (Tier2 2023)

Storage Systems (SE)
EOS=21829.04 TB
ALICE @ EOS Total: 1653.24 TB
AFS: ~12.5TB (user home directories, 
workspaces)
CVMFS: 3 machines : 1 stratum0, 2 
stratum1, 2 squid servers cache CVMFS 
(VOs: NICA  (MPD, B@MN, SPD), dstau,  
jjnano, juno, baikalgvd).
dCache :  SE disks = 3753,69 TB 

for CMS:   1903.2695 TB 
for ATLAS: 1850.4248 TB

Local & EGI @ dcache2 Total: 256.91 TB 

Software :
ОС: Scientific Linux release 7.9.
EOS 5.1.23
dCache 8.2
BATCH: Slurm 20.11 with adaptation to 
kerberos and AFS 
grid UMD4 + EPEL (current versions)
ARC-CE
FairSoft
FairRoot
MPDroot

Computing Resources  ( CE):
Interactive cluster: lxpub [01-05] .jinr.ru
User interface lxui [01-04] .jinr.ru (gateway for external connections)
Computing farm.

485 hosts 
10356 cores 
166788.4 HEP-SPEC06 
16.11 HEP-SPEC06 average per core



Long-term storage system

10th International Conference "Distributed Computing and Grid 
Technologies in Science and Education" (GRID'2023)

11

Total exchanges - 230 millions files
Presented are external customers who have accessed more 
than 1 million times.

Storage system exchange rate, statistics since the 
beginning of 2023

T2 T1 T1mss

write 3.0 4.3 2.0

read 8.2 19.8 1.1

Detailed volumes in PB since  the beginning of 2023

Development for next one-two years
➢ TS3500 11,5 PB, 12 LTO6 drives is being used as a 

testing ground for the EOSCTA installation. Will be 
a repository for non-WLCG experiments

➢ TS4500 40 PB 12 drive 3592-60F Jaguar will be 
divided into 2 logical libraries
• 20 PB 6 drives managed by Enstore for CMS
• 20 PB 6 drives under EOSCTA for NICA

Storage and data.
TS3200 is only used for tests.
TS3500 on standby, currently connected to CTA
TS4500 runs on CMS, half capacity reserved for NICA
Tape storage volumes.
T1mss tape. 20 PB allocated, 11 PB occupied, 7 PB available (remaining 
space on tapes only).
TS3500 12 PB free
TS4500 total 40 PB, of which 20 CMS, 20 reserve



Middle-term storage system

10th International Conference "Distributed Computing and Grid 
Technologies in Science and Education" (GRID'2023)

12

EOS is definitely a storage system for extra large amounts of data.
➢ Optimal in terms of cost / volume of storage,
➢ Convenient for users almost like a local file system.
➢ Supports many access protocols: POSIX when mounted on user machine; xroot and http for fast remote access.
➢ High reliability of data storage due to duplication on different servers, storage on different servers in the format 

vertical RAID with checksums.
➢ High data access speed due to parallel copying from many servers.
➢ Protecting Data with an Extended Access Mod List Set groups and individual users.



JINR Tier1 (last year)

JINR Tier1 is 
regularly 
ranked on top 
among world 
Tier1 sites that 
process data 
from the CMS 
experiment at 
the LHC. 

Since 2019, the 

JINR Tier1 center 

has demonstrated 

stable operation not 

only for CMS (LHC), 

but also for the 

NICA experiments. 



JINR Tier2 (last year)

JINR Tier2 is the most productive in the Russian Data 
Intensive Grid (RDIG) Federation.
More than 80% of the total CPU time in the RDIG is used 
for computing on our site.

Tier2 at JINR provides computing power and data storage 

and access systems for the majority of JINR users and 

user groups, as well as for users of virtual organizations 

(VOs) of the grid environment (LHC, NICA, etc.).
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MICC Monitoring @Accounting

The successful functioning of the computing complex is 
ensured by the system that monitors all MICC components. 
We must
➢ expand the monitoring system by integrating local 

monitoring systems for power supply systems into it 
(diesel generators, power distribution units, transformers 
and uninterruptible power supplies);

➢ organize the monitoring of the cooling system (cooling 
towers, pumps, hot and cold water circuits, heat 
exchangers, chillers);

➢ create an engineering infrastructure control center 
(special information panels for visualizing all statuses of 
the MICC engineering infrastructure in a single access 
point);

➢ account each user job on each MICC component.

It is required to develop intelligent systems that will enable 
to detect anomalies in time series on the basis of training 
samples, which will result in the need to create a special 
analytical system within the monitoring system to automate 
the process.

❖ About 1800 nodes ❖ About 16000 service checks ❖ 3 monitoring servers
15



How it works
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➢ Tier1 grid site
➢ Tier2 grid site
➢ hyperconverged “Govorun” supercomputer
➢ cloud infrastructure

Distributed multi-layer data storage system

The main objective of the project is to ensure multifunctionality, scalability, high performance, reliability and 
availability in 24x7x365 mode for different user groups that carry out scientific studies within the JINR Topical Plan.

➢ Disks 

➢ Robotized tape library

➢ Power 

➢ Cooling

➢ Wide Area Network 

➢ Local Area Network

Multifunctional Information and Computing Complex (MICC) 

4 advanced software and hardware components 
  

Engineering infrastructure

Network



DIRAC @ JINR
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NRCN (National Research Computer 
Network) is the Russia's largest research and 
education (R&E) network. May allow 
execution of jobs submitted to Govorun on a 
resources of the network. Massive tests with 
MPD jobs were performed successfully  in the 
beginning of 2022

Computing work of MPD using DIRAC 2022

MPD Monte-Carlo production

Usage of the DIRAC platform by experiments in 2019-2022

The major user of the distributed platform is 
the MPD experiment. 



Development of the JINR Grid sites @ 7-year  plan

The information and computer unit of the NICA complex 
embraces: 
1. online NICA cluster,
2. offline NICA cluster at VBLHEP,
3. all MICC components (Tier0, Tier1, Tier2, “Govorun” 
supercomputer, cloud computing),
4. multi-layer data storage system,
5. distributed computing network.

NICA
Tier 0,1,2

2024 2025 2026 2027 2028 2029 2030

CPU (PFlops) 2.2 2.6 8.6 8.6 15.6 15.6 15.6

DISK (PB) 17 24 47 75 96 119 142
TAPE (PB) 45 88 170 226 352 444 536
NETWORK (Gbps) 400 400 800 800 800 1000 1000

It should be underlined that the resources given in the table can 

be approximately satisfied by 20-25% of the budget allocated for 

the MICC. 

The Seven-Year Plan provides for the creation of a long-term data storage center on the MICC resources at MLIT. 
1. 1.   The process of modeling, processing and analyzing experimental data obtained from the BM@N, MPD and 

SPD detectors will be implemented in a distributed computing environment based on the MICC and the 
computing centers of VBLHEP and collaboration member countries.

2. Data center dedicated to Monte Carlo production, data storage and processing for the JUNO experiment. This 
data center is expected to be one of three European data centers managing JUNO data. The requested numbers 
are needed for the processing and storage of the JUNO data and were approved by the parties within 
“Memorandum of Understanding for Collaboration in the Deployment and

3. Exploitation of the JUNO Computing Grid” signed between IHEP and JINR on September 1, 2022.
4. To continue as Tier1 and Tier2 for LHC (HL-LHC)

10th International Conference "Distributed Computing and Grid 
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Server hall – 2nd floor (2023) Server hall – 4th floor (2024-2025)

MICC Server Halls
Present (1000 kW)

69 racks for servers 
4 racks for the “Govorun” SC
10 racks for network equipment
4 racks for administrative services
2  robotic tape libraries

Planning for the future – new server hall for the MICC (600 kW)
containment area for robotic tape libraries
130 racks for servers
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MANY  THANKS TO YOU ALL !!!



Estimation of the Grid Resources of the MICC Components
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Resources for JUNO
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The JUNO Project
Dmitry Naumov
Dzhelepov Laboratory for Nuclear Problems

PAC for Particle Physics, June 21, 2023
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