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On a festivity dedicated to receiving the
Nobel Prize for discovery of Higgs boson,

CERN Director professor Rolf Dieter Heuer
directly called the grid-technologies one of
three pillars of success (alongside with the
LHC accelerator and physical installations).

Without implementation of the grid-
infrastructure on LHC it would be impossible
to process and store enormous data coming
from the collider and therefore to make
discoveries.

Nowadays, every large-scale project will fail
without using a distributed infrastructure for
data processing.

Higgs searc’
update 04.0°

’
‘
g =
RS



The Worldwide LHC Computing Grid

WLCG: an International collaboration to distribute and analyse LHC data. Integrates computer centres worldwide that
provide computing and storage resource into a single infrastructure accessible by all LHC physicists

Tier-2 sites
(about 160)

Tier-1 sites

The mission of the WLCG project is to provide global computing
resources to store, distribute and analyze the ~50-70 Petabytes of data
expected every year of operations from the Large Hadron Collider.

WLCG computing enabled physicists to announce the
discovery of the Higgs Boson.

170 sites

42 countries

> 12k physicists
~1.4 M CPU cores
1.5 EB of storage

> 2 million jobs/day
100-250 Gb/s links

Tier0 (CERN): Tierl:

data recording, = permanent

reconstruction storage,

and distribution re-processing,
analysis

Tier2:
Simulation,
end-user

analysis Worldwide LHC Computing Grid - 2019




RDI Russian Data Intensive Grid infrastructure (RDIG)

ussian ala
ntensive “.rid |

The Russian consortium RDIG (Russian Data Intensive Grid), was set up in September 2003 as a
national federation in the EGEE project. A protocol between CERN, Russia and JINR on

participation in the LCG project was signed in 2003.
MoU on participation in the WLCG project was signed in 2007.

AT RDIG Resource Centres:
MnM PAH ...... nmﬂ¢ - ITEP
T — — JINR-LCG2 (Dubna)
PHUKH |-+ — gmgfum-ﬂempﬁypr . RRC'KI
M:‘Z‘: oA~ | — RU-Moscow-KIAM
L - - RU-Phys-SPbSU
- TooHI = e JYTINGO PAH — RU-Protvino-IHEP
"p°*;.~1t'.<§ 15 — RU-SPbhSU
WAMPAH - | . vMIMB PAH — Ru-Troitsk-INR
NOB3I — ru-IMPB-LCG2
— ru-Moscow-FIAN
— ru-Moscow-MEPHI
— ru-PNPI-LCG2 (Gatchina)
— ru-Moscow-SINP




CeTb RDIG-M ana meracaneHc NpoeKToB

Amsterdam, NIKHEF

Moscow, MMTC-9

12 svax, nomewsnme 1223, pRa 84, uecmZA = JINR

/

3 srax, nomewesme 30, pRa 4, mecro 7

V-
NORDUnet

T ‘

St.Petersburg

Geneva, CERN

KIAE/JINR

S
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From RDIG to RDIG-M

AW PAH] - AP | The Russian consortium RDIG (Russian Data Intensive GRID)
i | was set up in September 2003 as a national federation in the
— Bl ' EGEE project.
Mm ...... - o iomropon, SEEEE _
P PAH--- Ip:ﬂ:::w Qﬂ?mrsnﬁfi"mm A protocol between CERN, Russia and JINR on
| poramce Mo T participation in the LCG project was signed in 2003. MoU
VSN PAH - - e NG PAM on participation in the WLCG project was signed in 2007.
NeB3 :
Consortium RDIG-M — Russian Data Intensive GRID
for Megascience projects

Y/ Mega
science
projects




M.G. Mesheryakov
(17.09.1910 - 24.05.1994)

Meshcheryakov Laboratory of Information Technologies of the Joint
Institute for Nuclear Research in Dubna was founded in August 1966.
The main directions of the activities at the Laboratory are connected
with the provision of networks, computer and information resources, as
well as mathematical support of a wide range of research at JINR.

e

N.N. Govorun
(18.03.1930 - 21.07.1989)

CynepxoMnbioTep
uMenn H.H. foBopyha
JIT OUAN e




Staff: 325

Scientists: 100

Doctors of Science: 24

Candidates of Science: 61

Campus network 2x100 Gbps

Multisite network 4x100 Ghbps
Telecommunication channel 3x100 Gbps
Grid Tierl and Tier2 for global data processing
JINR Cloud computing

JINR Member States’ Cloud environment
“Govorun” supercomputer

CynepkomnbioTep

uMenu H.H. roaopyu
JIUT OUAN

MLIT Fundamentals:

* Provide IT services necessary for the
fulfillment of the JINR Topical Plan on

Research and International Cooperation

* Building world-class competence in IT and
computational physics

* 24/7 support of computing infrastructure and
services such availability is called nonstop service.



Cooperation with All
JINR Laboratories Particle Physics and HEP

JINR

- NICA computing
- Methods and algorithms for data
: analysis Life Sci
Nuclear Physics : [15 e eli=le=
- Computations of the properties of i Irltelllgent control systems - Information System for Radiation
atoms of superheavy elements o Biology tasks
- Analysis of fine structures in the mass - Analysis of Small-Angle scattering data
distribution of nuclear reaction products from nanodrugs
- Sub-barrier fusion and fission reactions Information - Environmental monitoring
of heavy nuclei : e
e Technologies
(Scientific directions and —— v
: : ondensed Matter
Theoretical Physics RGENN SSEMS) - Analysis of polydisperse populations
- Calculations of lattice QCD of phospholipid vesicles
- Numerical simulation within effective - Study of nanocompoasite thin films using
theories of QCD neutron and X-ray reflectometry methods
- Compton scattering Neutrino Physics and - Simulation of thermal processes
- Astrophysics occurring in materials
- Support of the JINR neutrino program o
- Data acquisition system software

for Baikal-GVD




Strategy for Information Technology and
Scientific Computing at JINR

Scientific IT ecosystem:

Data Lake

Big Data v
IT specialists’

upskilling Artificial
intelligence
Robotics

' Computational
infrastructure Network

upgrade " ‘Application
IT security software ,
adapted to new Quantum
architectures Technologies

Data center
infrastructure |7 gofware

development Machine
& Deep

learning

Coordinated development of interconnected IT
technologies and computational methods

NS

It will be a steady implementation/upgrades of

» Networking (Th/s range),

« Computing infrastructure within the
Multifunctional Information & Computing
Complex (MICC) and

« “Govorun” Supercomputer,

« Data center infrastructure,

« Data Lake & long-term storage

for all experiments.

The development of new data processing and
analysis algorithms based on

« ML/DL,
« Atrtificial intelligence,
« Big Data

* Quantum technologies.

A variety of means will be used for IT specialists’
upskilling.



Multifunctional Information and Computing Complex (MICC)

4 advanced software and hardware components
M I CC » Tierl grid site
» Tier2 grid site
» hyperconverged “Govorun” supercomputer

> cloud infrastructure
GOVORUN » Disks

Distributed multi-layer data storage system

1,7 Pf » Robotized tape library
Engineering infrastructure
» Power
» Cooling
DATA STORAGE 75PB Network

> Local Area Network
POWER@COOLING 800 kVA@1400kW

The main objective of the project is to ensure multifunctionality, scalability, high performance, reliability and
availability in 24x7x365 mode for different user groups that carry out scientific studies within the JINR Topical Plan




MICC Power @ Cooling @ Network

Wide Area Network 3x100 Gbps
Cluster Backbone 4x100 Gbps
Campus Backbone 2x100 Gbps

Dry chillers
InRow systems
Total cooling 1400 kW

Uninterruptible power supplies
8 x 300 kVA

Diesel-generator units (DGU)
2x1500 kVA
Transformers2x2500 kVA




Networking @ Traffic

Distribution of the incoming and outgoing traffics by the JINR MICC in 2020-2023 (TB)

25000 25000

Incoming

20000 20000

Wide Area Network 3x100 Gbps
Cluster Backbone 4x100 Gbps
Campus Backbone 2x100 Gbps

outgoing

15000 15000

10000 10000 ‘ II | JINR Traffic in PB
I I I 40,00
500 500
II nillla - m

0

2020 2021 2022 2023 (Jan-May) 2020 2021 2022 2023 (Jan-May)
ETIER_1 ®TIERipv6 M Tier2+EOS ETIER_1 MTIERipv6 MTier2+EOS 20,00
. . . . . . . . s . 10,00
Distribution of the incoming and outgoing traffics by the JINR Subdivisions in 2020-2023 (TB) I I
0,00

1000 1000 EDLNP

o
o

IN (PB) OUT (PB)
200 Incomin 200 Outgoing " VBLHEP H2019 m2020 2021 2022 m 2023 (Jan-May)
800 € 800 RELNP
700 700 MLIT
Users - 6353

600 600 N Hotel&Restaurant Complex
500 500 SFLNR Network elements - 9327
400 400 B Remote Access Node IP addresses - 18163
300 300 WJINR Directorate Remote access - 911
200 200 B University Centre E_library_ 1464
o TR TR TR T T el o

| | | - - I— —H_ -I--_ - . LRB

0 ll- [ ] (][ [] lll 0 [] [ ] ] [ | H=_N EDUROAM - 116
2020 2021 2022 2023 (Jan- 2020 2021 2022 2023 (Jan-

May) May) Email @jinr.ru - 4579



Data
acquisition

Warm Tier

storage
volume

» Limited data and short-term storage — to store OS itself, temporary user files

» AFS distributed global system — to store user home directories and software

» dCache is traditional for MICC grid sites — to large amounts of data (mainly LHC
experiments) for middle-term period

» EOS is extended to all MICC resources — to store large amounts of data for middle-
term period. At present, EOS is used for storage by BM@N, MPD, SPD, BaikalGVD, etc.

» Tape robotic systems — to store large amounts of data for long-term period. At present
for CMS. BM@N, MPD, SPD, JUNO —in progress.

Special hierarchical data processing and storage
system with a software-defined architecture was
developed and implemented on the “Govorun”
supercomputer.
According to the speed of accessing data there are
next layers:

v very hot data (DAOS (Distributed
Asynchronous Object Storage)),
the most demanded data (fastest access),
hot data
warm data (LUSTRE).

D NEANERN

14



JINR Tierl for CMS (LHC) and NICA

2020-2023 : L
Since the beginning of 2015, Accounting - 2020_1 to 2023_5 njobs on
Accounting - 2020_1 to 2023_5 normcpu for . . JINR Tierl for VO and Quarter
eMS TIERL and Quarter a full-scale WLCG Tier1 site .

for the CMS experiment has oo |

700000000 %

600000000 been operating at MLIT JINR. 70%

500000000 gg;

400000000 . o,

300000000 The importance of o

200000000 . « . 20%

100000000 developing, modernizing and 10%

) ) 0% :
’ P F D NP EFDN DN S K eXpandlng the COmpUtIng 04, pqg Sga :\'}, ’Qo, é° 'Qq ,'\'1’ ’QQ’ d° ’@, 9 Q”’ ,Q“‘ Slnce 2021 the
SR R R R R R S G S G ¥ Y G SV Y S Y P P JINR Tierl
R NS g S g o performance and data R g AR S e Ui oy
LSS T T storage systems of this center " """ center has
:::E:;::S:ﬂs :ED::Z AL 1R e |S dlctated by the research B bmn.nica.jinr Mcms B mpd.nica.jinr spd.nica.jinr demonstrated
program of the CMS . BT stable work not
Accounting - 2020_1 to 2023_5 normcpu for . . ) Accounting - 2020_1 to 2023_5 njobs at r Iv for CMS
CMS TIERL experiment, in which JINR JINR Tier1 for VO o Only 1or

UK-TL-RAL s physicists take an active part spd};n;;;finr/ (LHC), but also
8,92% ' for NICA

UsTuALCMS within the RDMS CMS o
osn A collaboration. T experiments.
The JINR Tierl is regularly
IT-INFN-CNAF
10,62% ranked on top among world

Tierl sites that process data e
DE-KIT RU-JINR-T1 from the CMS experiment at
14,39% 25,31% the LHC.




JINR Tier2 in WLCG & RDIG

Accounting - 2020_1 to 2023_5 normcpu for RDIG Tier2 and Quater

Accounting - 2020_1 to 2023_5 normcpu on JINR Tier2 for VO T )
ler2 at JINR .
- . sy O JINR Tier?2 is the
e aice provides S\ | o o
2% 16.86% ) s | L most productive in
biomed computlng power

the Russian Data
Intensive Grid
(RDIG) Federation.

e > and data storage
and access
systems for the

majority of JINR

" users and user

More than 80% of
the total CPU time
 JINR-LcG2 in the RDIG is used

0,08%

groups, as well as 78,15% TG o
for users of i+
Accounting - 2020_1 to 2023_5 normcpu on Vil’tual our site.
JINR Tier2 for VO and Quarter ) .
Lo0se organizations
90% . - _— .
209 W juno (VOS) of the g”d Accounting - 2020_1 to 2023_5 normcpu for RDIG Tier2 and Quarter
70% W bes - 100%
60% = biomed environment 90%
50% 80%
40% | M ilc (LHC, NICA 70% m RRC-KI
30% B bmn.nica.jinr 60% - W ru-PNPI
20% etc ) . 50% [ .
10% B nhova 20% B Ru-Troitsk-INR-LCG2
0% - .
T 0 N MmO Nm®© o N m o Hspdnica.ijinr 30% = RU-SPbSU
e deeeeaee A I 20% RU-SARFTI
S RERSRAINNAANS NI ] ®mpdnicajinr 10%
S SRS RRRAILRRAER - ® RU-Protvino-IHEP
e ddaogdaoagodgdadag malice 0%
s2s=2zs3szs=2z33s5=53 = JINR-LCG2
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Cluster HybrilIT 2014:
Full peak performance:

N

50 TFlops for double precision

J

“Govorun” supercomputer
First stage 2018:

Full peak performance :

500 TFlops for double precision

#18 B Top50

o

9th in the current edition of the 10500

list (July 2018)

N

/

- ] I U M |

#10 B8 Top50

“Govorun” supercomputer

Second stage 2019:

Full peak performance :

860 TFlops for double precision

288 TB CCXA with 1/0 speed >300 Gb/s
17th in the current edition of the 10500
list (July 2020)

Russian DC Awards 2020 in
“The Best IT Solution for Data
Centers”




"Govorun" supercomputer modernization in 2022 - 2023

+ 40 NVIDIA A100 GPU accelerators
Performance: + 600 Tflops DP

+32 hyperconverged compute nodes
+2 432 new computational cores
Performance: +239 Tflops DP
Performance “new cores”/”old cores”
Increase more than 1,5 times

+8 distributed storage nodes

— Lustre, EOS increase: +8 PB

+ + DAOS increase: +1.6 PB

+0,4 PB for the MPD mass production
storages integrated into the DIRAC
File Catalog

+1 PB for the MPD EOS storage

Computation field:  Hierarchical Storage:
+32 hyperconverged +8 distributed
compute nodes storage nodes

SC “Govorun” total peak performance: 1.7 PFlops DP

Total capacity of Hierarchical Storage: 8.6 PB

=il 5 scrvers with 8 NVidia Data 1O rate: 300 Gb/s
@] A100 GPUs in each




Using of the “Govorun” Supercomputer for JINR task in 2022

The projects that mostly intensive use the CPU resources of the Selected statistics of the most 6600517
“Govorun” supercomputer: resource intensive projects
» NICA megaproject,

» simulation of complex physical systems,

» computations of the properties of atoms of superheavy elements,
» calculations of lattice quantum chromodynamics.

4168 672
3814 457

CPU corehours

98 403 Jobs 11 818 Jobs 35921 Jobs 737 299 Jobs

The GPU-component is activle used for solving applied problems by o o weo
neural network approach:

» process data from experiments at LRB,

» data processing and analysis at the NICA accelerator complex and ect.
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During 2022, 890 911 jobs were performed on the
CPU component of the “Govorun” supercomputer,
which corresponds to 18 543 076 core hours.

6%

5% The resources of the
iR “Govorun”  spercomputer
are used by scientific
W groups from all the
Laboratories of the Institute
within 25 themes of the
Information System for Neural network for it JINR Topical Plan.

21%
Radiation Biology Tasks data analysis 25%

? Member States BLTP
Russian

institutes

LRB
4%




Cloud Infrastructure

» Computational resources for neutrino experiments: The Baikal-GVD, NOVA and JUNO experiments are the

» VMs for JINR users major users of the cloud infrastructure.

» Testbeds for research and development in IT CPU, core - kh RAM, PiB - b

» COMPASS production system services ‘ . UNO Use of cloud

» Data management system of the UNECE ICP Vegetation S computing by

» Service for data visualization, Gitlab and some others . experiments and
= VBLHEP JINR subdivisions

DIRAC-based distributed information and computing environment = BLTP in 2022

(DICE) that integrates the JINR Member State organizations’ clouds

ploQeay JINR (Russia):
integrated

Most of the jobs in the JINR DICE in 2022 were
performed on the neutrino computing platform
(DIRAC.JINR-CONDOR.ru).

Distribution of the number of jobs completed in the JINR DICE by participants

PRUE (Russia):
integrated

INP (Belarus):
integrated

s 5« Estonia

Latvia. &um«
o GTU (Georgia):

Lithuania X
work in progress

United

Kingdom
? o

Poland Belarus

EIDIRAC

{ani

SU (Bulgaria):
integrated

ue

=}

" Stovakia INP (Kazakhstan): . m DIRACJINR-CONDOR.ru
i Mol integrated L
France Hungary | THEINTERW == '-.l | CLOUD.J'NR[U
Romania | = DIRAC.INP.uZ
INRNE (Bulgaria) 2 e | = CLOUD.NOSU.ru
uigaria): a0 Sey | Uzbekistan
m[ integrated ot oA T Y m CLOUD.INP.kz
Turkmenistan Ta]ikls = = | | CLOU D_l N P.b}l'
Y T R
INP (Uzbekistan):
integrated

Morocco

NOSU(Russia):
integrated

New Deltw

The main consumer of the JINR DICE resources in 2022
IP (Azerbaijan): s was the Baikal-GVD experiment (96%).
integrated

IIAP (Armenia): o> ey
work in progress India 9

Libya

ASRT (Egypt):
integrated

Murmbai

A



The Seven-Year Plan provides for the creation of a long-term data storage center on the MICC resources
at MLIT (Tier0). The process of modeling, processing and analyzing experimental data obtained from the
BM@N, MPD and SPD detectors will be implemented in a distributed computing environment based on
the MICC and the computing centers of VBLHEP and collaboration member countries.

The information and computer unit of the NICA complex & L
embraces:
1. online NICA cluster,;

2. offline NICA cluster at VBLHEP,

3. all MICC components (Tier0, Tierl, Tier2, “Govorun”
supercomputer, cloud computing);

4. multi-layer data storage system

5. distributed computing network

~Lattice QCD calculat|ons

Event

Simulation
of nuclear
reactions

reconstruction

Physics

o-IEcFl’ustar < 7% , “ R
NICA 2024 2025 2026 2027 2028 2029 2030
Tier 0,1,2
CPU (PFlops) 2.2 2.6 8.6 8.6 15.6 15.6 15.6
DISK (PB) 17 24 47 75 96 119 142
TAPE (PB) 45 88 170 226 352 444 536

NETWORK (Gbps) 400 400 800 800 800 1000 1000



DIRAC-based distributed heterogeneous environment

4 . e )\ Use of DIRAC platform by experiments in 2019-2022
MICC basic facility }
O D I R — ” Cache = -
THE INTERWARE Normalized CPU time
\rmﬂ m SPD 2
MPD W Baikal- 2
o 69% GVD N
=BM@N | .
Lustre Total Number of executed jobs .
Ultra-fast storage ) Data proceSSEd by eXperImentS
Polytech J: Eg? EA“;%N
. 15 [l EOS SPD
- . uster of the Institute of The major user of the A
e computing cluster of the Institute o L :
puting pourTeCH distributed platform is _ |
Mathematics and Digital Technologies of the MPD experiment r
the Mongolian Academy of Sciences NIKS
(IMDT MAS) and NIKS (National / o
Research Computer Network, the e

Russia's largest research and education Summary statistics of using the DIRAC platform for MPD tasks in 2019-2022
network) were integrated into the @ sz . —
heterogeneous distributed environment é:é al %1283 B &MMM I_““= |.5M ﬁlﬁﬁ?vm L:_,|3 PR
based on the DIRAC p|atform_ data generation events generated events reconstructed “jobs completed | | total computation time MPD data produced

campaigns




MICC Monitoring @Accounting

The successful functioning of the computing complex is
ensured by the monitoring system of all MICC components/
We must

» to expand the monitoring system by integrating local
monitoring systems for power supply systems into it
(diesel generators, power distribution units, transformers
and uninterruptible power supplies);

» to organize the monitoring of the cooling system (cooling
towers, pumps, hot and cold water circuits, heat
exchangers, chillers);

» to create an engineering infrastructure control center
(special information panels for visualizing all statuses of

—
"

S0 . Googefarth

the MICC engineering infrastructure in a single access
Sum HS06_cpuclock hours for cms_mcore (custom VO) from 2023-03-16 to 2023-06- : ,v | p Oi nt)’
525826093.98 : |:_.I......|.| ||||"| ...... , -::---'-,',"-"-':'-'--':'-r---':--,l""{'," > to account eve ry user jo b at eve ry MICC compone nt?

RU-JINR-T1 Sum HS06_cpuclock hours from 2023-... RU-JINR-T1 jobs from 2023-03-16 to 202... Sum HS06_cpuclock hours for cms_mcore (custom VO) from 2023-03-16 to 2023-06-13 a CCO u nt

56524976

RU-JINR-T2 Sum CPU HS06_cpuclock hours from .. RU-JINR-T2 jobs from 2023-03-16 to 202..

We must to develop intelligent systems that will enable to
detect anomalies in time series on the basis of training
samples, which will result in the need to create a special
analytical system within the monitoring system to automate

¢ 3 monitoring servers < About 16000 service checks the process. .
+»» About 1800 nodes



Estimation of the Resources of the MICC Components

2024 2025 2026
HybriLLIT heterogeneous platform. “Govorun” supercomputer.

Total number of CPU cores 11000 11000 | 11000
Total number of GPU accelerators 40 64 64
Total volume of the hierarchical data 8 8 14
processing and storage system, PB

Tierl grid site

Tierl performance HEPS06 350000 400000 500000
Total number of CPU cores 22000 23000 30000
Total data storage capacity, TB 14500 | 16000 | 18000
Tier2 grid site

Tier2 performance HEPS061 187000 204000 221000
Total number of CPU cores 11000 12000 | 13000
Data storage system

Total volume of the Data Lake on EOS, PB 27 35 38
Total robotic tape storage capacity, PB 70 90 130
Cloud computing

Total number of CPU cores 2072 3072 4072
SSD-based ceph storage capacity, TB 868 968 1068

Prices for equipment in 2022-2023 are taking inti account

2027

14000
64
14

550000
32000
20000

238000
14000

53
130

5072
1168

2028

14000
64
20

650000
38000
22000

306000
18000

58
170

6072
1268

2029

14000
88
20

750000
45000
23000

408000
24000

71
170

7072
1368

2030

17000
88
20

850000
50000
25000

510000
30000

83
190

8072
1468

24



MICC Resources Development Za |

‘/Increase in computing resources
of Tierl up to 50 000 cores

‘/Increase in computing resources
of Tier2upto 170 kHS06

g
[
e
s

‘/Expansion of the storage system
of Tierl on disks up to 16 PB

‘/Expansion of the MICC storage
system on EOS up to 60 PB

‘/Increase in CLOUD total
recourses up to 11000 cores,
~7PB storage, ~7 TB RAM

‘/Year by year increase “Govorun”
performance

T /"ﬂ m \ »\\\\\“




Present (1000 kW)
69 racks for servers
4 racks SC “Govorun”

10 racks for network equipment
4 racks for administrative services

2 Robotic tape libraries

Tier 1 (29.33 m?) (35 kW per rack or 560 kW max on Module)

z
28]
-

EE =z E@m
5,58 m

[

il [ExEl]

T Bl
Servers

o
TE]

== Ts3500 Tape Library

(7.37 m?)

IEITs4500 Tape Library

(5,56 m?)

n» (1,97 m?)

SC «Govoru

i

MICC Servers Halls A

Network equipment module

JHE

i
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Planning future — new servers hall for MICC ( 600 kW)
containment area for robotic tape libraries
130 racks for servers
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Power & Cooling

2024 2025 | 2026 2027 (2028 (2029 (2030

Power consumption, kVA el 000 00 400 600 300 000

Cooling, kW 400 00 2000 00 600 300 000




Networking

Main goals:
» support for state-of-the-art networking
technologies
~ e > software-defined networks (SDN)
|y T > content delivery networks (CDN)
;; e\ Tl e * » named data networks (NDN)
" R - > technologies for building distributed data
centers - Data Center Interconnect (DCI).

Cluster 400 400 800 800 800 800
Backbone,
Gbps

Campus 200 200 200 200 400 400 400
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Activity: Digital ecosystem (Digital JINR)

The digital platform “JINR Digital EcoSystem ™ integrates existing and future services
to support
scientific,
administrative and social activities,

maintenance of the engineering and IT infrastructures
to provide

reliable and secure access to various types of data
to enable

a comprehensive analysis of information
using
modern Big Data technologies and artificial intelligence.

Digital Digital IT specialists
technologies infrastructures and users

/

JINRGES,
Digital Eco System

SSO- login

¢
Gl
Single access point to all
services



JINR

Digital Eco System

m FIRST VISIT VISIT CENTER CONTACTS @

JINR Digital
EcoSystem

Q)
°>'4.

SCIENTIFIC SERVICES ADMINISTRATIVE

SERVICES

@ REGISTRATION {4\})
29
L=

T

NETWORK SERVICES INFORMATION

SERVICES

Digital Ecosystem

This is a complex digital environment that combines a large number of information services and
business processes based on the principles of mutually beneficial relationships (“win-win")

v" Personal account of a JINR employee
v" Notifications in a personal account
v Responsive interface, customizable by the user

v' Easy access, convenient navigation and search
for information on a large-scale network of a
wide variety of JINR services

l Search | 'n A ) @

Other services

Logout &

dministrative services gi;ig Network services [RORTITAEIIEENTIS

B HR JINR

B Interactive map B Plan of the LIT building B Phonebook BJINRex BISS BCERNDB B Photoarchive B Video portal BPIN

= Information services

J|NR ((Q Search ) 'n a 1Q @ Logout &
Digital Eco System
|:r_=’¢ Interactive map %5 Science Administrative services &2 Network services  © Information services ~ Other services

& Publications and conferences  m Scientific software & IT infrastructure  BJINRPTP B Dissertations B SANC B Moss biomonitoring B JINRex

ol
Digital services for scientific activities support

Ao - B o e -
el Publications and conferences @k Scientific software W@ T infrastructure

Article rep| )
publu:ahurJINR [ Q Search ‘ a“
Digital Eco System

@ Logout &

Eﬁ CERN DB

JINR employees at CERN service

1 Network services Infnrmatiunservines Other services

£ . 235, P - a
oV il Administrative services JESSS

& Purchase activities & Finance Info & Documents DB B JINR performance indicators tracking B EDMS of Expense Reports

£
Wi JINRP
/\
JINR Prab 2o - ) )
i mim Administrative services

y//) PIN

Information about JINR's empl

publications
Open in {
-ﬁ -@ Purchase activities ,fs-a/@ Finance Info ?Q EDMS of Expense Reports
1 nse Reports is a means of
JINRmx) (Q search ) ® & © (B Logoutes [EEEwrn
Digital Eco System business trips and business
o . . . . ==y ) . . Favourites
e Science Administrative services [ESRIGITIRINTITN Information services ~ Other s _
EEE = &4 Settings:
B Account SSO B Mail box's B Other Accounts B Network Elements (& MNESERSICYNEN -

* Account SSO

» Mail box's

%
o
v

P

¥

« Other Accounts

g—-’r = Network services

= Network Elements

» Mail List's

Other Accounts
Your VPN accounts, ELibs, Eduroam. Password

o)
— Account SSO

General information about your SSO login. Rules of
work in the network. Password change

B Mail box’s

Your mailboxes, their quotas, the ability to change
the password of each mailbox. change

9 Network Elements

List of network elements (IP, MAC addresses)

‘= Mail List's
Enabling/disabling subscription to email newsletters




Science 3 Administrative services 2 Network services (L ELRATVAY  Other services
BPlan of the LIT building  BHRJINR  BPhonebook BJINRex BISS

Interactive map

KOMIGIAIIIspHaR

JIHERA R
yexoputens
NICA (anrn. Nuclotron-based lon Collider fAcility) —

CBEPXNPOBOAFALLWIT KONNANAEP NPOTOHOE
TAXENLIX NOHOB, Pecypc - hitps://nica jinr.ru/

‘ ﬂl[:.nwmuvﬁ@

L2008

(dministrative services 2 Network services

an of the LIT buiding @ HR JINR 8 Photo archive

Y Interactive mag

BCERNDB BPhotoarchive B Video portal BPIN

Mounck coTpyaHmkos
Mowck spanmin

= D6bexTb

iz ‘ » AsTobyc

2 V0 QuiCK and easy search for information, both

» BunuoTexa
- » Benonapkoska

by services and by employees and buildings on

\ig ? » UT
> THO

an interactive JINR map

» Mea. nyukr
| » Memopuan
N | » HUKA

» Mapkosia
» Mpoxoasas
» Cronosas, kaje

Science  §H Administrative services ~ 2 Network services (LGRS Other services
B Interactive map [MELGISUCHRITIGIGY BHRJINR B Phonebook HBJINRex HBISS BCERNDB  BPhotoarchive B Video portal

Plan of the LIT building

|+@@

10m
30ft

BVideo portal  BPIN

Komnara: 324

Tenedon: 2162526

Kopenbkos Bnagumnp Bacunsesny
Oraen: PykosoacTeo

Mnowaak: 84 ke.m

BPIN




Activity: Multi-purpose Hardware and Software Platform for

Big Data Analytics

JINR Big Data Analytical Platform

Presentation of results, hypothesis testing, forecasting, visualization

Business Intelligence. Eh
Visualization. / Predictive and prescriptive
Services. analytics
Reports PREDICTION

Data Modeling (autoencoders,
convolutional networks,
generative adversarial networks)

Search for meaningful
information. Models.
Hypotheses

Analysis

Machine learning,.
Clustering.
Classification

Statistical analysis.
Time series Analysis.
'''''''''' Hypothesis testing

) Q
E".ﬂé‘\ Semantic models. Graphs.

"h":“ﬁ Complex networks

o)
=
5%

MMMMMMMM

Data collection, data processing (stream and batch) and data storage

- .0
i S i Dzt Sexes’ | Problem-oriented
: Data collection plg(icessmg. s B feim Data Storage S
iltration -
couLe: . and Compression

Infrastructure

Distributed 8 Data collection % Software-defined
Databases 299 Cloud resources
Storage @ system networks

Data sources
Industrial T £Thi Physical
Grid AL G 1ngs Detectors and Data Lake
(Smart meters, Tags, GPS, Cameras ) devices

External data sources
(API, Web, Databases, Social
Networks

Goal: the creation of a multi-purpose hardware
and software platform for Big Data analytics
based on hybrid hardware accelerators (GPU,
FPGA, quantum systems); machine learning
algorithms; tools for analytics, reports and
visualization; support of user interfaces and
tasks.

One of the tasks that is planned to be solved on
the platform is the development of a unified
analytical system for managing the MICC
resources and data flows to enhance the
efficiency of using computing and storage
resources and simplify data processing within
new experiments.



Development of the system for training and
retraining IT specialists

_-N ;-ﬁ"‘ 1:(.
EREE T

Training courses, master classes and lectures

| - l - R
AP . S .

MLIT staff and Leading manufacturers of modern computing
leading scientists from JINR and its Member States architectures and software

/ Parallel \ Tools for debugging and , / Frameworks and \ / Quantum \

rofiling parallel :
programming pr“cag(l:ns tools for ML/DL tasks algorltthms,
technologies quantum
s programming and
~Jupyterhub uantum control
4 Work with applied software A o~ g
CoOMSOL ‘P:(:k\arglfésM " ) Tens:l)lrFIow ﬁ
ROOT

Q@ tearn
S




o0 O

DATA SCIENCE

Kaml'y

TYNbCKUA
roCYAAPCTBEHHbBIN
YHUBEPCUTET

ABdYy

AANBHEBOCTOYHbIA
DEAEPAJIbHbIN
YHUBEPCUTET

Dubna State University
Far Eastern Federal University
National Research Nuclear University MEPhI

North Ossetian State University
after K.L. Khetagurov

Plekhanov Russian University of Economics
St. Petersburg University
The Bauman Moscow State Technical University

The National University of Science and Technology
(MISIS)

The Peoples' Friendship University of Russia
Tomsk Polytechnic University

Tula State University

Tver State University

Vitus Bering Kamchatka State University



» Distributed computing
systems

* Computing for
MegaScience Projects

» Distributed computing
applications

= Data Management,
Organisation and Access

= HPC

= Virtualization

» Big data Analytics and
Machine learning

» Research infrastructure

The International Conference "Distributed Coputlng
and Grid Technologles in SC|ence and Education”

NEC 2 ‘

= Detector & Nuclear Electronlcs

= Triggering, Data Acquisition, Control
Systems

= Distributed Computing, GRID and Cloud
Computing

= Machine Learning Algorithms and Big Data  SKA, PIC, XFEL, EL], etc.)

: ZSN . Wmethods, software and
QA“ ) ‘ )
EE@M 7\ @ 9;‘\36 m\ program packages for data

processing and analysis;

MATHEMATICAL MODELING AND Qmathematical methods and
COMPUTATIONAL PHYSICS tools for modeling complex

physical and technical
systems, computational
biochemistry and
bioinformatics;

Umethods of computer
algebra, quantum computing
and quantum information

B processing;

O machine learning and big
data analytics;

U algorithms for parallel and
hybrid calculations.

Analytics new!

- .,,“-l

ok f’ = ;%3

The International Symposium Nuclear
Electronics and Computing

Research Data Infrastructures

= Computations with Hybrid Systems (CPU,
GPU, coprocessors)

» Computing for Large Scale Facilities (LHC,
FAIR, NICA,

= [nnovative IT Education

MLIT Schools







