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WLCG Tier-2 computing center at NRC “Kurchatov
Institute” - IHEP has been participating in the Worldwide
LHC Computing Grid from very beginning since 2003.
Over a twenty-year period it became one of the biggest
WLCG Tier-2 centers in Russia. Ru-Protvino-IHEP Grid
site provides computing resources for LHC experiments
In high energy physics such as Atlas, Alice, CMS, LHCDb
and internal experiments at NRC “Kurchatov Institute” -
IHEP such as OKA, BEC and other.

In this work the current status of the computing
capacities, networking and engineering
Infrastructure, used software will be shown as well as
the evolution of the computing center over last 20 years
for stable and efficient operation.
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Computer center at IHEP 60 years of hlstoryofi

1963 — MlnSk2 Minsk-22, M-220, BESM-

1972 — ICL
1977 — DEC 10

201 3"2)(1 OGb/S i it
2015 — LHCONE
207
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04.07.2023 Grid 2023




SU-Protvino-IHEP: history 2003

GRID SW (LCG + EDG) installed at the end of 2003 (SU-Provino-IHEP).

In that time were installed and configured the first grid infrastructure
services like CE, SE, WNs, Ul on 16 two-core Pentium Ill 900MHz (still in
use as cluster primary DNS!) 3x2Mb/s Internet.

Starting from 2004 with EGEE project IHEP started to invest more
resources to Linux cluster

NA2, NA3, NA4, SA1l
RDIG (ROC functions)
site name RU-Provino-IHEP

Create core team fro cluster support (system administrating,
networking, engineering)

Expertise for Beowulf clusters
Hardware investments

Moving IHEP experiments from Alpha servers (True64 Unix,
OpenVMS) to Linux



History: 2004-2007

* |Increasing network
bandwidth to
100Mb/s

* buying a new
hardware

Elll ll lel IJI -l Ig{IAc;r;eOS{iec;It?ncgi\S/{;c\i/es:
: 4 ll H'—jg * Collaboration  with
IlIIIIIIIIIL( CERN to develop SW

48
aul
l%as:
'i
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[@j History: 2007- 2010

e New hardware

* Migration to x86_64
from first  32bit

iy -

cluster
 Migration to racks
from commodity-

grade hardware
EGEE LII, Ill projects
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History: 2011- 2013

e Double CPU and Disks
with RDIG support

e Setup new hardware -
twin based (more power)

* End of EGEE era no more
external support for grid
activities

e Some sysadm members
left the team

~+ 10Gbs channel to

Moscow



History: 2013-2019

Tripe CPU and Disks with [HEP
support (no more RDIG hardware)

Renew power and cooling systems

IHEP migration to NRC KI from
Rosatom

Double 10Gbs channel to Moscow

Core cluster hardware for the present
moment

04.07.2023 Grid 2023



@j History: 2019...

e Stable operation

* Investing human resources into the cluster management
system

* Research projects for additional monitoring

* Create self-protection systems for cluster which are based on
temperature, power, cooling status

 we have BigRedButton for software cluster shutdown in
case of major failure

 Some new hardware
* Increase for local storage

* Increase for LHCb storage (one of few Tier2 sites with storage
for LHCb)

e Minor increase for CPU (preparation for the hardware
replacement from 2004-2013)

 Add IPv6 support for the cluster
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IHEP resources evolution
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2006200720082009201020112012201320142015201620172018201920202022

growth of the IHEP grid resources by year in TB and CPU

At the moment our site serves for four LHC experiments
(Atlas, Alice, CMS, LHCb) and many small experiments inside
the Institute

Implement shared CPU schema(mix Grid jobs 90% with non
Grid jobs on nodes 10%) allows achieve 24x7x365 CPU 100%
resource usage.

Main goal to support available resources without degradation

04.07.2023 Grid 2023

2018

2015
2013

2011

2009

2004

2002

LK

ONE

2x1bGb/s Created second

106

1G

2000 —

1995

1993

1992

1988 _60

b/s.

bis

DWDM channel
to Moscow
Created main
DWDM channel

to Moscow
Created L2
channel through
Rialcom to
Moscow

Created fiber-
optic channel
IHEP-Moscow

Added radio
relay modems

Radio relay line
IHEP-
RadioMSU with
Internet

Modem
connection
IHEP-ITEP

Created malil service
and connected to
Relcom IP-network.
Connection to CERN

Dedicated 10
phone line



e

Almost

everything
software
defined
Opensource
software
everywhere
(constant
uninetraptable
upgrades — new
skill)

Sysghiet Adm -
> programmers

IHEP resources: evolution

* Less humans more servers
« Bare minimum for SysAdms, Engineers,
NetAdms

* New expertise for running Linux clusters
and distributed systems

Grid 2023




e 2x10Gb/s Internet

e SysAdm manpowel

 One of three big’'g

Current status: recourses

3044 CPU, 26875 HEP-SPECO6;
2183 TB: Atlas 1185, CMS 395, Alice 314, LHCb 289 ;

channels IPv6 dual stack;

r— 4 people (with support from engineers

and network gro(p

S);

50

rid-sites in Russia:

40

S\
/X

30

\ ——IHEP
——RRC KI (T2+T1)

20

/ \ N— JINR (T2+T1)

10 -

04.07.2023

Contibution in % to RDIG by normalised CPU time
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Current status: storages

ATLAS 1188T CMS 39518 ALICE 309TiB

J- | <231mﬂ.[}=[| b 309IBISiE™ 3 OB}
SR PO UL .

16 1185TB
Total

1|‘| total percentage

- |TEFP 154 TB 1%

JINR-LCGZ2 2 PB 15%

RRC-KI-T1 13 PB T3%

number of servers
== RU-Protvinc-IHEP 2PB 9%
- RU-Troitsk-INR-LCG2 1524 TB 1%
m ATLAS m CMS

- TU-PMPI 190 TB 1%

w Alice mLHCh

04.07.2023 Grid 2023 13



[@j Current status: IHEP external network

AS 57484
RU-VRF
LHCONE

AS 59624

il
7w

AS AS2875 AS2883

o
e,

AS 2643
192.102.229.0/24

« Stable operation - &3

CORE2

 Some external routing problems
(some networks blocked)

« After some network interventions
we see that 1Gbs backup is not

good enough
04.07.2023 Grid 2023
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Current status: IHEP external network usage

5.067 6.0 G
T 406 | T 506
nﬁ 3.0 G frr bbb oo . E 4.0 6]
o i L 306
. 206 fp- 12 |
.ﬂ _ﬂ 200G g1 6T (ke sy | I B N T 1
I:'I'-J| 1.0 G VI T - . MW IZ'I:.': e
0.0 0.0
May Jun Jul Aug Sep Oct Mov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct MNov Dec Jan Feb Mar Apr May Jun
2016 2021
No traffic increases
* No major changes in resources EREE
 No major changes in computing  ® 5o
paradigm for Grid jobs > o . |
* Maybe even less traffic for 8 20k | TIRL 8k I ey
mU|tiC0re jObS 0.0 Jun Jul  Aug Sep Oct MNov Dec Jan Feb Mar Apr May Jun

2023
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@j Current status: SW usage

control

ssh
ipmi

openDCIM data Nagios eyent -
p— E g N3 + —> N

FAI e %% CheckMK /
cluster = / Tl

b 50 + @

Mattermost  HUBOT

\)nﬁg \ .
Lcontrol @Eet .‘
u
Cluster Management System: p%.j';_ 4——  adminonsole
 Easy system upgrades ipmi

Easy deployment of new systems
Ansible with Puppet combo

Easy cluster management (2-3 people)
Monitoring in push mode



Four aspects of self-management
1. Self-configuration
» Configure themselves
automatically
 High-level policies (what is
desired, not how)
2. Self-optimization
« Hundreds of tunable parameters
« Continually seek ways to
Improve their operation
3. Self-healing
» Analyze information from log files
and monitors
4. Self-protection
« Malicious attacks
« Cascading failures

04.07.2023 Grid 2023

@j Current status: SW usage

Atonomic manager

analyze

execute

Managed resource touchpoing

y

sensor effectors

Managed resource

17




@j Current status: GRID networking

New conditions since 2022 (Network black holes GEANT + NORDU NET)

| wanted to make you aware that at their meeting of the 9th of June 2022,

the GEANT Executive team agreed to block the AS numbers of institutions
found on the EUs 6 These are the Institute of High Energy Physics (IHEP) and
the Institute of Theoretical and Experimental Physics (ITEP) - AS2148 and

AS2643.
The block will be enforced at 13.00 BST, Wednesday 29th June.

No more *.egi.eu services since NET block
« Site switched to direct VO support without EGI support and monitoring

e GGUS based or E-mail based

End of 2022
« WLCG MB did not object to the plan according to which the suspension

will become effective as of 01 February 2023.



@j Current status: GRID services

Suspended since February 2023
* Measure: suspension if ITEP and IHEP in GOCDB to ‘remove’ the concerned
data centres from the production infrastructure. The sites will then need to be
recertified once conditions for suspensions are removed.
 Consequences:

« the VOs supported by the site are no longer able to discover and use
resources (e.g. through configuration information sources such as GOCDB
and BDII). The site information is no longer collected in the top-level BDII.

« the accounting data of the site is no longer accepted by the APEL accounting
repository

* the site is no longer monitored by the ARGUS (Monitoring) and Security
monitoring tools

* the site information is no longer collected in the top-level BDII

 the site can no longer receive tickets through the EGI Helpdesk

 the site is no longer discoverable in AppDB (only relevant to data centres in
the EGI Federated Cloud)

« Since that RU-Protvino-IHEP started to work like independent GRID site with direct
communications to VO (thanks to distributed GRID nature it is possible)

« Our experience allows us to run site without external monitoring and security tools, we
can use VO specific accounting if needed




Current status: VO usage

Current fair share setup (no changes for many

years): —
* ATLAS 52%
. CMS 30% LHCb 9%
* ALICE 12%
e LHCb 6%

Grid site usage by VO for 2022

04.07.2023 Grid 2023 20



Slots of Running jobs by ADC activity v

2K

1.50 K

500

UL R ) ‘J

Sites usage by ATLAS last year

Average CPU Efficiency Good jobs

0750
0.500
0.250

0

User Analysis Testing MC Merge MC Event Group Group  Event Index Data
SlmulatlonHesmulatldheoonstruct\on Generation Production Analysis Processing
Full
avg v

== MC Event Generation 1.00
== MC Resimulation 1.00
== MC Simulation Full 0.995

No changes in computing

1 A LT

2822—07 2022-08 202209 2022-1 0 2022-11 202-1 2023-01 2023-02 2023-03 2023-04 2023-05 2023-06
min max avgv current
== MC Event Generation 0 188K 273 0
122 2 9
Bytes processed 7 o Completed jobs Cumulative
3 PB 26.8 1 Mil
250 PB 140
4554 gk
2PB 1.95
1.50 PB s
1PB
250K
500 TB
0B 0-
202208 202210 202212 202302 2023-04 202306 07/01 08/01 09/01 10/01 1101 12/01 01/01 0201 03/01 04/01 03/01 06/01
min max current min Maxv current
= User Analysis 0B 247PB 247PB = User Anglyss 0 397K 397K
— Testing 0B 179TB  179TB = Testing 0 227K 227K
— Event Index 0B 154TB 154 7TB m MC Event Generation 0 202K 202K
04.07.2023 Grid 2023 21



Running cores

1K »
800 >
600 | ik i
| 4 | it
] \ § | | "
I § il I
400 i 111 |
I i
200 :
0 H
07/01 08/01 09/01 10/01 11/01 12/01 01/01 02/01 03/01 04/01 05/01
! Auerage CPU eficiency
- Analysis
Cleanup
LogColkect
= Mae
= Prcessg
= Produciion

= QyerallCpueft

i o

09 w0 il el onm ot 3ot o ism DE01

04.07.2023

T2 sites usage by CMS last year

min  max avg v current total

== TOTAL 0 920 457 0 4.00 Mil
== Analysis 0 920 440 0 3.86 Mil
== Production 0 677 12.3 0 108K
== Processing 0 568 3.81 0 33.3K
= Merge 0 540 00156 0 137
LogCollect 0 1.80 0.00196 0 17.2
Cleanup 0 140 0.00114 0 10.0

Went to tokens
Many updates for ARC CE

06/01
i Completed cores

mo MK 6K

013

[T

[ SK

[
2 91 4K
0 W

[

0B8/01 10001 12701 0z/01 04/01 06/01
= Analysis Cleanup LogCollect === Merge === Processing === Production
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325000

300000

275000

250000

225000

200000

175000

150000

125000

100000

75000

50000

25000

Done jobs in IHEP

T2 sites usage by Alice last year
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2022

ot

1100
1050

1000

Running Jobs [Number]
o
2
g

Went to Multicore jobs

Running Jobs

Grid 2023
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T2 sites usage by LHCb last year

Jobs by Site
60000
40000
20000
0
2022-07 2022-08 2022-09 2022-10 2022-11 202212 2023-01 202302 2023-03 2023-04 2023-05 2023-06
[ U 24/1/6 24831 16843
. 23010 4076
Cumulative uploaded data

22612 1493

19219 1051
546 TiB

e T Switch to AREX
jobs submission

og

12/30 01/14 01/29 02/13 02/28 03/15 03/30 04/14 04/29 05/14 05/29 06/13 06/28 d ARC CE
. upgrade

Cumulative uploaded data

18.2TiB

136TiB

9.09 TiB

455 TiB

0B - e —
12/30 01/14 01/29 02/13 02/28 03/15 03/30 04/14 04,29 05/14 05/29 06/13 06/28

== SARA_MC-DST SARA-USER SARA-FAILOVER == SARA-BUFFER == RRCKI-BUFFER == RAL MC-DST == RAL-USER == RAL-FAILOVER
== RAL-BUFFER PIC_MC-DST
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IHEP 24x7 cluster with high reliability and
availability and efficiency

Year GGUS tickets Disks Availability and
®atlas solved replaced Reliability

@ atlasmc

o:iice 2015 30 25 99.9
. ®cms 2016 34 56 96.67
1 Uil @tepshon 2017 22 35 98.04
|
vl
III “ -I-" ..,',.:_ | _.-I li
o late |

TN PN N thep-long 2018 26 = 24.79
h, _ ; o @ ihep-medium 2019 36 78 85.81

i ® ihep-infinite

3 2023 2023 ® gpu-short 2020 39 60 8934
ate per day ® gpu-long 2021 33 48 81.63
2022 33 51 90.2

@ atlas
atlasmc .
®atla ihep-short
®alice ihep-long
[ g [
c 8 ®ihe
@ -
® lhch G @ ihep-infinite
@ gpu-short
® zpu-long

Average effi

date per day

date per day
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@j Use of the cluster by local experiments

by used walltime

Cluster usage by local S Emr
experiments increased ..

 Migration data from |\ E / 200 sumancey
external resources
(CERN, BNL) 188

* No access to other
clusters anymore fro
computations

* Developing (simulation,
preparations) for new [
mega projects



j Conslusion

* Over many years of operation IHEP gain
expertise in operating Linux cluster with
hundreds of nodes

* Our cluster architecture and chosen stack of
software technologies show good
Effectiveness = Availability* Reliability*
Maintainability*Capability

 WLCG Grid infrastructure plays important role
in the cluster development and maintenance

and allows to use it for 100% in 24x7x365
mode



) Future plans

* More support for local experiments

* Hope for new experiments from
mega projects based on IHEP
infrastructure

* No drops for Grid support
* |t becomes a part of the Cluster

* It allows us to be in sync with
HEP software and technologies

e Stable operation with high
availability and reliability without
decreasing of supported resources

* No big investments in to the current
infrastructure for near future

|
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