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Abstract
The article (proceeding) explores the importance of horizontally scalable technologies for storing and process-
ing digital footprints, a crucial component of IT-professional training for accelerating digital transformation.
It begins by defining digital footprints, subsequently addressing their increasing role in modern IT- education
and digital transformation. The discussion progresses to the pivotal role of horizontal scalability in digital
footprints management and introduces the CAP theorem as a fundamental principle affecting the design of
distributed systems. An overview of cutting-edge scalable storage and processing technologies follows, in-
cluding a discussion on the trend towards relaxing ACID properties for scalability, as implied by the CAP
theorem. A comparative analysis of NoSQL databases is presented, highlighting their suitability for storing
digital footprints considering CAP constraints. The unique capabilities of Intel DAOS for digital footprint
management are also examined. The significance of distributed message brokers in the efficient stream pro-
cessing of digital footprints is addressed, followed by a brief review of the most popular scalable brokers. The
article underscores the role of the Virtual Computer Lab in the training process and its potential impact on
digital transformation. It concludes by emphasizing the need for partnerships with leading data centers for
integrating High Performance Computing (HPC) solutions into the educational process and outlines potential
challenges and solutions in this domain.

Introduction
Digital transformation refers to the integration of digital technology into all aspects of a business or organiza-
tion, fundamentally changing how it operates and delivers value to its customers. It’s more than just a change
in external business processes—it’s a cultural shift that requires organizations to continually challenge the
status quo, experiment, and be comfortable with failure. The transformation may involve changes to business
models, ecosystems, and customer engagement, among others, with the end goal of improving operational
efficiency and meeting changing customer needs.
The digital transformation journey involves the use of innovative technologies such as cloud computing, big
data, artificial intelligence (AI), and the Internet ofThings (IoT) to enhance business operations. It also includes
the digitization of information, increased use of software and applications, and the use of data analytics to
drive decisions. The drive for digital transformation is fueled by changing customer expectations, increased
competition, and the need for businesses to stay relevant in a rapidly evolving digital landscape.
Horizontally scalable digital footprints storage and processing technologies refer to systems that can handle
increased data load by adding more machines or nodes to the network, rather than upgrading the existing
infrastructure. These technologies are designed to accommodate the rapid and often unpredictable growth of
digital footprints, which represent the data created and left behind because of individuals’ and organizations’
digital activities.
In the context of digital footprints, storage refers to the technologies used to store the vast amounts of data
that these footprints generate. This can include anything from traditional database systems to modern cloud
storage solutions. The key is that these technologies need to be scalable, allowing for the addition of more
storage capacity as the volume of digital footprints grows.
On the other hand, processing technologies are those that are used to analyze and extract valuable insights



from these digital footprints. These technologies include tools and frameworks for big data analytics, machine
learning, and other advanced data processing methods. Just like storage technologies, these processing tech-
nologies also need to be horizontally scalable to keep up with the increasing volume and complexity of digital
footprints.
These horizontally scalable digital footprints storage and processing technologies are crucial in today’s digital
age, where the volume of data is growing at an unprecedented rate. They enable organizations to effec-
tively manage and gain insights from their digital footprints, thereby driving innovation, improving decision-
making, and ultimately accelerating digital transformation.
IT professional training plays a pivotal role in driving successful digital transformation initiatives. As busi-
nesses continue to evolve in response to technological advancements, the need for skilled IT professionals
who are conversant with emerging technologies and methodologies is paramount.
Digital transformation often involves the implementation of new technologies and processes that may be un-
familiar to an organization’s existing IT staff. Professional training helps bridge this skills gap, enabling IT
teams to effectively manage, maintain, and optimize these new systems. Training provides IT professionals
with the knowledge and skills to not only manage new technologies but also to identify opportunities for their
application. This can drive innovation, as employees use their training to find new ways to solve problems
and create value.
With the surge in digital activities, cybersecurity risks have also increased. IT professional training in the
latest security practices and technologies is critical to safeguarding an organization’s digital assets during and
after the transformation process.
Training in areas such as data analytics, AI, and machine learning can equip IT professionals to better under-
stand and respond to customer needs, leading to improved customer experiences –a key objective of many
digital transformation initiatives. Digital transformation often requires organizations to be more agile and
responsive. IT professional training in areas such as DevOps, agile methodologies, and cloud computing can
foster this agility, enabling quicker responses to changing market dynamics.

Definition and overview of digital footprints
Digital footprints refer to the trail of data that individuals and organizations create and leave behind while
using the internet and digital services. These footprints can be broadly categorized into two types: active and
passive.
Active Digital Footprints: These are intentionally created and shared by individuals or organizations. For
instance, social media posts, emails, online articles or blogs, and website content all form part of an active
digital footprint. When an organization maintains a website or a social media presence, it’s creating an active
footprint. Similarly, when an individual posts a photo, updates their status, or writes a review online, they
contribute to their active digital footprint.
Passive Digital Footprints: These are created without the direct intentional action of the user. They are usually
generated when different digital services and platforms collect and store data about user activities. Examples
include browsing history, location data, search logs, and other metadata that can be collected through cookies,
tracking pixels, or other similar technologies.
Both types of digital footprints are valuable sources of data. For individuals, they represent their online
identity and behavior, which can impact personal reputation, privacy, and even security. For businesses,
digital footprints provide a wealth of information about customers, competitors, and market trends. This data
can be analyzed to gain valuable insights, informing strategic decisions, improving products and services, and
enhancing customer engagement.
As the volume of digital footprints grows with increased use of digital services, effective management, storage,
and processing of this data become increasingly critical. This is where horizontally scalable digital footprints
storage and processing technologies come into play, enabling organizations to effectively handle the growing
data load and extract valuable insights.

The role of scalable digital footprints storage and processing in digital transformation
Scalable digital footprints storage and processing technologies play a crucial role in data management. As
businesses generate and collect more data, managing this data effectively becomes increasingly challenging.
Scalable technologies enable businesses to store and process larger volumes of data, thereby improving data
management. They also ensure that as data volumes grow, businesses can continue to store, access, and ana-
lyze this data efficiently and effectively. This improved data management capability can help businesses make
more informed decisions and gain a competitive advantage.
With the ability to handle larger volumes of data, scalable storage and processing technologies can signifi-
cantly enhance data analytics capabilities. They enable businesses to analyze larger, more complex datasets,
thereby generating more accurate and comprehensive insights. These insights can inform strategic decision-
making, improve operational efficiency, and drive business growth. Additionally, scalable technologies can
support real-time or near-real-time analytics, enabling businesses to respond quickly to changing conditions
and opportunities.
Scalable digital footprints storage and processing technologies can also support the delivery of more customer-
centric services. By enabling businesses to collect, store, and analyze large volumes of customer data, these
technologies can provide a more detailed understanding of customer behaviors, preferences, and needs. This
can inform the development of more personalized, relevant, and responsive services, thereby enhancing the



customer experience and promoting customer loyalty.
Finally, scalable digital footprints storage and processing technologies can drive innovation and business
growth. By providing the capacity to handle large volumes of data, these technologies enable businesses
to explore new ways of using this data, potentially leading to the development of new products, services,
or business models. They also support business growth by enabling businesses to manage increasing data
volumes as they expand their operations. Furthermore, they can facilitate the identification of trends and
opportunities that can drive business growth [1–37].
The importance of digital footprints in the modern IT-education
A digital footprint becomes an essential aspect of digital citizenship. As our world becomes more digitally
interconnected, understanding, and managing digital footprints is becoming an increasingly important skill
for students. Education plays a vital role in preparing IT-professionals for this digital reality.
The importance of digital footprints in education is multi-faceted. Here are several ways they can be signifi-
cant:
• Learning Opportunities: Students can use digital footprints to learn about the importance of online safety,
privacy, and ethical behavior. The concept of a digital footprint can serve as a real-world example of the con-
sequences of online activities. Educators can use this topic to teach students about these concepts and discuss
their implications.
• Personal Branding: A digital footprint can be viewed as a personal brand. It’s the accumulation of your
online activities, including your social media posts, blog entries, comments, and more. This brand can be a
positive reflection of a student’s personality, skills, and accomplishments. Students can learn how to create a
positive online presence that can be beneficial for college applications, scholarships, or job prospects.
• Critical Thinking and Media Literacy: Understanding and managing digital footprints can help students de-
velop critical thinking skills. They learn to consider the potential long-term impacts of their online activities
and make more informed decisions. This is also tied to media literacy –understanding how information is
created, shared, and perceived online.
• Online Safety and Privacy: By learning about digital footprints, students can become more aware of their
online safety and privacy. They can better understand how their personal information can be accessed, used,
and potentially misused, leading to safer online practices.
• Cyberbullying Prevention: Understanding digital footprints can help prevent cyberbullying. Students learn
that their online activities are traceable, potentially leading to consequences if they engage in harmful behav-
iors. It can also help victims of cyberbullying understand that there are ways to trace and report harmful
actions.
• Future Opportunities: Today, colleges and employers often look at the digital footprints of applicants. A
well-managed, positive digital footprint can open up opportunities, while a poorly managed one can close
them.
By recognizing the significance of digital footprints in education, students can develop crucial skills and knowl-
edge that will serve them well in navigating the digital landscape responsibly and effectively.
As of now, IT professionals training typically covers a broad range of topics, including programming, sys-
tems analysis, cybersecurity, and database management. There’s a strong emphasis on understanding the
fundamentals of computing, problem-solving, and developing software applications. While these subjects are
crucial, the rapid growth in data generation and digital transformation initiatives necessitates a shift in focus
towards modern data management and processing techniques.
Given the proliferation of data and the increasing reliance on data-driven decision making, it’s critical for IT
professionals to understand how to manage, store, and process large volumes of data effectively. Businesses
are looking for professionals who are familiar with modern, scalable technologies like distributed file systems,
NoSQL databases, cloud storages, and distributed computing frameworks. Therefore, incorporating these sub-
jects into IT professional training is crucial to prepare the workforce for the demands of the modern business
environment.
Integrating scalable digital footprints storage and processing technologies into IT professional training offers
several benefits. It provides IT professionals with the skills needed to manage and analyze large volumes of
data, which are critical for driving digital transformation. This training can improve job prospects, as there’s a
high demand for professionals with these skills. It can also enable professionals to contribute more effectively
to their organizations, supporting data-driven decision making and innovation.
System Analysis and Control Department of the Dubna State University have successfully integrated these
technologies into their curriculums and offers master’s programs that covers scalable data storage and process-
ing technologies, which include courses on distributed computing andmachine learning at scale. Graduates of
this program have gone on to work in a variety of data-intensive roles, including data scientist, data engineer,
and machine learning engineer [38–40].
Similarly, many businesses are investing in internal training programs to upskill their existing staff. For in-
stance, global retail companies such as X5 Retail Group, implemented training programs covering scalable
storage and processing technologies as part of its digital transformation initiative. These programs help to
build a team capable of leveraging Big Data to improve customer insights, operational efficiency, and decision
making.

The role of horizontal scalability in footprints management



Horizontal scalability, also known as “scaling out,” is a method of adding more machines or nodes to a sys-
tem to improve its performance and capacity as demand increases. This contrasts with vertical scalability, or
“scaling up,” which involves increasing the capacity of a single machine, such as adding more memory or a
faster processor.
In the context of digital footprints storage and processing, horizontal scalability allows a system to handle
larger volumes of data by spreading the load across multiple machines. When the system reaches its limit,
more machines can be added to continue scaling its capacity. This is typically done in a distributed computing
environment, where multiple machines work together to perform a task.
The advantage of horizontal scalability is that it can, theoretically, allow for infinite scaling, as you can con-
tinue adding machines as long as you have the resources to do so. It also offers better fault tolerance: if one
machine fails, the system can continue to operate by relying on the remaining machines.
Horizontal scalability is a critical feature of modern storage and processing technologies. As the volume and
velocity of data generation continue to grow, being able to scale systems horizontally ensures they can han-
dle the increasing load while maintaining performance. This capability is especially important in the realm of
big data and real-time processing, where systems must be able to process large volumes of data quickly and
efficiently.
Horizontally scalable technologies involve adding more machines or nodes to a system to increase capacity,
offer several significant advantages. Here are some of the key benefits:
• Improved Performance: Horizontally scalable technologies can improve system performance by distributing
workloads across multiple nodes or machines, reducing the load on any single node, and potentially speeding
up processing times.
• Increased Capacity: By adding more machines or nodes, horizontally scalable systems can handle larger
volumes of data or transactions. This is particularly valuable in the age of big data, where the volume and
velocity of data generation can be massive and unpredictable.
• High Availability and Fault Tolerance: In a horizontally scalable system, if one node fails, the system can
continue to operate by relying on the other nodes. This contributes to high availability and fault tolerance,
ensuring that services remain up and running, and data loss is minimized.
• Cost-Effective Scaling: While the initial setup of a horizontally scalable system can be complex, it can be more
cost-effective to scale over time. Rather than replacing existing hardware with more powerful (and often more
expensive) machines, we can simply add relatively inexpensive machines or nodes as our needs grow.
• Flexibility: Horizontal scalability provides flexibility, allowing you to scale your systems based on demand.
It becomes possible to add resources during peak times and reduce them when they’re not needed, leading to
more efficient use of resources.
• Better Load Balancing: Horizontal scalability improves load balancing, as requests can be distributed across
multiple servers, reducing the chance of any single server becoming a bottleneck.
• Easier to Manage: While managing a distributed system can have its own complexities, in manyways, adding
more similar machines can be easier than constantly upgrading a single machine to a more powerful version.
By leveraging these advantages, horizontally scalable technologies can help businesses effectively manage
their digital footprints, improve system performance, and ensure high availability –all critical factors in to-
day’s fast-paced digital world.

Overview of topical scalable storage technologies
Scalable storage technologies are designed to handle a growing amount of data while maintaining perfor-
mance and reliability. These technologies allow for both horizontal and vertical scalability, but for the sake of
this discussion, we will focus on those that are horizontally scalable. Here’s an overview of some key scalable
storage technologies:
• Distributed File Systems: Distributed file systems like Hadoop’s HDFS, Google’s Cloud Storage, and Ama-
zon’s S3 are designed to store large volumes of data across multiple machines in a network. They allow for
horizontal scaling by simply adding more machines to the network, thereby increasing storage capacity. They
also provide redundancy, ensuring data is not lost even if a machine fails.
• NoSQL Databases: Unlike traditional SQL databases, NoSQL databases like Cassandra, Green Plum, Mon-
goDB, Couchbase, etc. are designed to scale horizontally. They distribute data across multiple nodes, and as
data volume grows, more nodes can be added to the network. NoSQL databases are particularly well-suited
for handling large volumes of unstructured or semi-structured data.
• Object Storage: Object storage systems like Intel DAOS, Amazon S3, Google Cloud Storage, and Microsoft
Azure Blob Storage store data as objects rather than in a file hierarchy or block addresses. This makes them
highly scalable and ideal for storing unstructured data like multimedia files, which can vary greatly in size.
• Distributed Block Storage: Distributed block storage systems like Ceph, GlusterFS, CVMFS break data into
blocks and distribute them across multiple nodes. They can scale horizontally by adding more nodes, and they
offer high performance and reliability.
• Cloud Storage Services: Cloud storage services like Google Cloud Storage, Amazon S3, and Microsoft Azure
Storage provide scalable, on-demand storage capacity. They allow businesses to easily scale their storage ca-
pacity up or down as needed, without having to invest in additional hardware.
• Software-Defined Storage (SDS): SDS solutions, as Ceph or VMware Virtual SAN separates storage hardware
from the software that manages the storage infrastructure. This allows for greater flexibility and scalability,



as storage resources can be managed and allocated dynamically based on application needs.
• Hyper-converged Infrastructure (HCI): HCI combines storage, computing, and networking into a single sys-
tem to reduce data center complexity and increase scalability. HCI systems use software and x86 servers to
replace expensive, purpose-built hardware.
• Persistent Memory (PMEM): PMEM, such as Intel’s Optane DC, blurs the line between memory (RAM) and
storage. It can retain data even when powered off, like storage, but can be accessed at speeds comparable to
memory. This can significantly improve the performance of data-intensive applications.
• Automated Storage Tiering: This technology automatically moves data between different types of storage
media based on its usage, value, and performance requirements. It helps optimize storage resources and re-
duce costs.
• Flash Storage (SSDs): Flash storage devices or solid-state drives (SSDs), store data on flash memory chips.
They offer faster data access speeds and are more energy-efficient than traditional hard disk drives (HDDs).
They are widely used in data centers and for high-performance applications. Of course, they are not new, but
nowadays we see the high growth of their storage capacity, durability, high speed, and power –what is very
important for green economy and sustainable development.
These scalable and modern storage technologies are integral to managing the large and rapidly growing vol-
umes of data generated in today’s digital world. By providing the ability to easily scale storage capacity, they
enable businesses to effectively manage their digital footprints and leverage this data to drive insights and
innovation.

Overview of the most popular scalable processing technologies
Scalable processing technologies are designed to handle increasing amounts of data and computational tasks
efficiently. As data volume grows, these technologies can distribute the load over more machines or resources,
improving performance and ensuring tasks are completed in a timely manner. Here are some key scalable
processing technologies:
• Distributed Computing Frameworks: Frameworks such as Apache Hadoop and Apache Spark allow for dis-
tributed processing of large data sets across clusters of computers. They’re designed to scale up from a single
server to thousands of machines, with a high degree of fault tolerance.
• Stream Processing Engines: Technologies like Apache Kafka and Apache Flink are designed for processing
high-volume, real-time data streams. They allow for horizontal scaling and provide capabilities to handle large
influxes of data in real-time.
• NoSQL Databases: NoSQL databases, such as MongoDB or Green Plum, are not only built to manage large
volumes of data across many servers, providing high performance and availability but have integrated MapRe-
duce and other processing functionality.
• In-Memory Databases: In-memory databases like Redis and SAP HANA (known as DataMarts) store data in
memory rather than on disk for faster processing. They can scale horizontally to handle larger data volumes.
• Container Orchestration Systems: Kubernetes, an open-source system for automating deployment, scaling,
and management of containerized applications, allows for horizontal scaling based on the demand or load on
the system.
• Serverless Computing: Serverless computing platforms like AWS Lambda and Oracle or Google Cloud Func-
tions allow for automatic scaling of application functionality. They can run code in response to events and
automatically manage the resources required by the code.
• GPU-Accelerated Computing: GPU-accelerated computing leverages the parallel processing capabilities of
GPU (Graphics Processing Units) for computational tasks. This can dramatically speed up workloads like ma-
chine learning, data analysis, and computational science.
•Machine Learning Frameworks: Machine learning frameworks like TensorFlow and PyTorch have capabilities
to distribute computation across multiple GPUs, multiple machines, or large-scale cloud-based deployments,
enabling scalable data processing and model training.
These scalable processing technologies enable organizations to handle the growing volume and complexity of
data, supporting data-driven decision-making, real-time insights, and advanced analytics. They play a critical
role in managing and gaining value from digital footprints in the era of big data and digital transformation.

Horizontal scalability in favor of ACID relaxing
The decision not to use ACID (Atomicity, Consistency, Isolation, Durability) for digital footprints could be
driven by the need for scalability, real-time processing, analytics efficiency, compatibility with distributed
systems, and specific application requirements.
Digital footprints often generate a large volume of data. ACID transactions can introduce overhead and im-
pact performance when processing and storing such high-volume data. By relaxing ACID properties, systems
can achieve higher scalability and performance by prioritizing data ingestion and processing speed over trans-
actional consistency.
Digital footprints often capture events and activities that occur in real-time. Achieving strong consistency
in such scenarios, where data is continuously changing and distributed across multiple systems, can be chal-
lenging. By relaxing ACID properties, systems can adopt eventual consistency, where data consistency is
guaranteed over time, but not necessarily at the exact moment of data ingestion.
Digital footprints are frequently used for analytics and reporting purposes, where complex queries and aggre-
gations are performed on the data. ACID transactions may hinder the performance and efficiency of these



analytical processes, as they often involve large-scale data processing. By loosening ACID guarantees, sys-
tems can optimize query performance and improve overall analytics capabilities.
In modern corporate or social environments, digital footprints are often generated and stored across dis-
tributed and decentralized systems, such as cloud-based platforms, consumer, banking, medical, transport
or learning management systems, and mobile applications. Coordinating ACID transactions across these dis-
parate systems can be complex and resource intensive. Embracing more relaxed consistency models, like
eventual consistency, can simplify the integration and synchronization of data from multiple sources.
The requirements for data consistency and transactional guarantees vary across different applications and use
cases. For some digital footprint scenarios, a certain level of inconsistency or data staleness may be tolerable
without significantly impacting processes or decision-making. By tailoring the consistency requirements to
specific use cases, systems can optimize performance and resource utilization.

Comparative analysis to validate the choice of NoSQL databases for storing digital footprints
Most of NoSQL solutions are designed to handle large amounts of data, but they have different focuses,
strengths, and weaknesses, and are designed for different types of workloads.
In our courses at the Institute of System Analysis and Control, we often prefer Apache Cassandra due to its
descriptive and demonstrative circle architecture and gossip protocol of metadata exchange, as well as it han-
dles large volumes of data and thousands of concurrent users or operations per second. It allows easily add
more servers to increase capacity, providing high availability with no single point of failure and capable of
handling a high write load.
It could be a good choice for digital footprints collecting and storage because of scalability, high availability,
and performance are critical as well as Cassandra is a column-oriented database, which is excellent for storing
and querying large amounts of structured, semi-structured, or unstructured data. That’s possible due to ACID
relaxing, through Cassandra is not designed to support complex transactions with multiple operations or joins
like a relational database. In terms of CAP (Consistency, Availability, Partition Tolerance) theorem, Apache
Cassandra, it is designed to prioritize Availability and Partition Tolerance (AP), but not Consistency, which is
common to most NoSQL databases. Cassandra offers eventual consistency, meaning that if no new updates
are made to a given data item, eventually all accesses to that item will return the latest updated value. This
is a relaxation of the consistency guarantee in favor of availability and partition tolerance. However, despite
being primarily AP database, Cassandra allows the consistency level to be tuned per operation. For example,
it’s possible to specify that a write must be sent to two, three, or all nodes in a replica set. This provides
some flexibility, but still falls short of the full consistency guarantee that CP systems provide, as well as in
case of a network partitioning, Cassandra chooses to remain available, accepting writes even if they cannot
be immediately replicated to all nodes (hinted handoff feature). Also, Cassandra has write availability option,
as long as a single replica for the data being written is up and reachable, the write can succeed.
However, other NoSQL databases can also be used to store digital traces, considering their advantages and
disadvantages.
MongoDB:
MongoDB is a document-oriented NoSQL database, making it highly flexible and adaptable. It supports a rich
and dynamic data model, which can be an advantage when dealing with unstructured or semi-structured data.
Pros: MongoDB is a document-oriented database that supports a rich and flexible data model. It’s easy to scale
horizontally and offers automatic sharding. It also provides robust support for developer productivity with
multiple SDK as well as high performance for read and write operations, especially for operations that involve
large volumes of data. MongoDB supports multiple indexes, including secondary indexes, which can greatly
improve the speed of data retrieval.
Cons: MongoDB might not perform as well with transaction-heavy applications. Also, tuning MongoDB for
performance can sometimes be complex. It can consume a lot of system memory, especially under heavy load,
which might be a concern in resource-constrained environments. MongoDB’s query language and indexing
options are powerful, but they can also be complex to understand and use correctly, especially for complex
queries and aggregations.

Redis:
Redis, which stands for Remote Dictionary Server, is an in-memory data structure store that can be used as
a database, cache, or message broker. It supports various types of data. Redis offers data persistence, so it’s
possible to snapshot the in-memory database onto disk either by time or by the number of writes since the
last snapshot.
Pros: Redis provides very fast data access as it’s an in-memory data store, making it ideal for caching and
real-time analytics. It supports various data structures like strings, hashes, lists, and sets. Redis has a built-in
publish/subscribe messaging system, which is useful for real-time messaging use cases.
Cons: Being an in-memory database, Redis can be limited by memory size. For persistence, it requires periodic
saving of the dataset to disk which might impact performance.

CouchDB:
CouchDB is one more NoSQL database developed by Apache, which focuses on ease of use and embracing
the web. It is a single-node database that works just as well on a shared server as it does on a large dis-
tributed system where multi-master replication, allowing to have multiple copies of your data, thus ensuring



high availability and disaster recovery. CouchDB is not designed to handle complex relationships between
documents. It’s best for use cases where documents can stand alone. In certain use cases, such as large-scale
writes or complex queries, CouchDB may not perform as well as other NoSQL databases.
Pros: CouchDB supports a multi-master replication system, making it a good choice for distributed systems.
It also provides a RESTful interface for interaction.
Cons: CouchDB might not be the best option for applications that require complex querying or aggregations.

Couchbase:
Couchbase is a NoSQL document database with a distributed architecture for performance, scalability, and
availability. It enables developers to build applications easier and faster by leveraging the power of SQL with
the flexibility of JSON. Couchbase has an in-memory-first architecture, offering high speed for read and write
operations. It provides horizontal scalability with a distributed architecture where data is automatically parti-
tioned across all available nodes. Couchbase offers a SQL-like query language, making it easier for developers
coming from a SQL background to create and manage data and has built-in full-text search capabilities, mak-
ing it easier to find relevant information in a large dataset. It stores data in flexible JSON documents, providing
the flexibility to modify the schema on-the-fly.
Pros: Couchbase provides powerful indexing and querying capabilities. It’s known for its high performance,
scalability, and flexible JSON model.
Cons: Couchbase can be resource intensive compared to some other databases, meaning it might require more
powerful hardware to run effectively. Also, the learning curve can be a bit steep due to its unique architecture
and features where some features come with a cost, and it might be more expensive than other solutions.

HBase:
HBase is a distributed, scalable, big data store and a part of the Apache Hadoop ecosystem that provides
random, real-time read/write capabilities on top of the Hadoop Distributed File System (HDFS). HBase is
designed to scale linearly with the addition of more hardware. It can host large tables on top of clusters of
commodity hardware.
Pros: HBase, built onHadoop, is designed for large tables with billions of rows. It provides real-time read/write
access and integrates well with Hadoop ecosystem tools. HBase is designed to scale linearly with the addition
of more hardware. It can host large tables on top of clusters of commodity hardware. Unlike many other
Hadoop tools which are oriented towards batch processing, HBase provides real-time read and write access to
your big data. HBase guarantees strong consistency for reads and writes, which can be a critical requirement
for certain types of applications. HBase integrates well with other Hadoop ecosystem tools. It uses Hadoop’s
distributed file system for storing its data and can be a source or destination for MapReduce jobs.
Cons: HBase is not suitable for low-latency applications due to its write-ahead log design. It also requires a
fair amount of setup and maintenance.

Kudu:
Pros: Kudu is excellent for fast scans due to its design for columnar storage, which makes it ideal for analytical
queries and real-time analytics. Unlike many other Hadoop-compatible storage options, Kudu supports real-
time data insertion, updates, and deletes, making it suitable for scenarios requiring fast data modifications.
Kudu is designed to integrate well with Hadoop ecosystem tools, like MapReduce, Spark, and Impala, provid-
ing a flexibility of choice for processing frameworks as well as it’s designed with a distributed architecture
that is meant to scale and handle failures.
Cons: Kudu is not the best choice for storing large objects or blobs and may not perform as well as some other
data stores for heavy write workloads. Like other distributed systems, managing and configuring Kudu can
be complex.

Greenplum:
Greenplum Database owned by VMware is an open-source, massively parallel processing (MPP) SQL database
management system. It’s designed to manage large-scale analytic data warehouses and business intelligence
workloads.
Pros: The MPP architecture of Greenplum enables it to scale linearly, both in terms of data volume and query
performance, by simply adding more nodes to the system. As a relational database management system,
Greenplum fully supports SQL, including many advanced features. This makes it easy for users familiar with
SQL to use Greenplum. Also, Greenplum offers data compression techniques which allow it to store large
amounts of data efficiently and integrates well with various data formats and sources, including CSV, Avro,
and Parquet files, as well as external databases via JDBC or ODBC.
Cons: Greenplum is optimized for analytical workloads and large queries across massive amounts of data. It’s
not designed for transactional workloads (OLTP). Compared to some more widely adopted databases, there
may be less community support and fewer readily available resources for troubleshooting and optimization.
As with most distributed systems, Greenplum can be complex to set up and manage.

Neo4j:
Neo4j is a highly scalable, native graph database purpose-built to leverage not only data but also the connec-
tions between data. It’s designed to handle high-complexity queries with ease.
Pros: Neo4j, as a graph database, is excellent for handling data where relationships are key. It supports ACID



properties and provides a powerful query language, Cypher.
Cons: Neo4j might not scale horizontally as easily as some other NoSQL databases. Also, it can be more
resource-intensive for storing and querying data compared to other types.

Elasticsearch:
Elasticsearch is a distributed, open-source search and analytics engine built on Apache Lucene. It’s designed
for horizontal scalability, reliability, and easy management, and is often used for log and event data analy-
sis, as well as search functionality in applications. Elasticsearch can easily scale horizontally to handle large
amounts of data while maintaining fast response times and Apache Lucene library allows providing of pow-
erful full-text search capabilities with a very comprehensive set of querying and filtering options.
Pros: Elasticsearch is excellent for searching and analyzing large amounts of data in near real-time. It is scal-
able, distributed, and can index many types of content.
Cons: Elasticsearch might be overkill for simple search use-cases. Also, managing and maintaining an Elas-
ticsearch cluster can be complex.

InfluxDB:
InfluxDB is an open-source database written in Go language and developed by InfluxData. It’s specifically
designed for time-series data, which are data points that are timestamped. This makes it highly suitable for
logging, sensor data, real-time analytics, and monitoring systems. Influx DB can handle high write loads and
still query effectively, making it a good choice for applications that need to write and read data rapidly. With
the introduction of InfluxDB 2.0, InfluxData introduced a new scripting and query language called Flux, which
is more powerful and flexible than the InfluxQL used in InfluxDB 1.x. Influx DB is a part of InfluxData Stack,
a larger set of tools developed by InfluxData, including Telegraf for data collection, Chronograf for visualiza-
tion, and Kapacitor for real-time streaming data processing and alerting.
Pros: InfluxDB is designed specifically for time-series data, making it a good fit for applications such as mon-
itoring systems, IoT sensor data, real-time analytics, and metrics collection. It offers high write and query
performance (for example, in some situations it could be 5x faster than Cassandra, or 1.5x faster than Mon-
goDB). The database is optimized for fast, high-availability storage and retrieval of time series data. InfluxDB
uses a lossless data compression, which reduces the amount of storage necessary for large volumes of data.
Built-in HTTP API allows for direct interaction with the database without a need for a separate server or
middleware, making integrations easier. Flux language is specifically designed for time series data and in-
cludes many built-in functions for time series analysis. It follows a functional programming model, which
can be more intuitive for certain types of data manipulation, particularly time-based and streaming data. Flux
not only retrieves data, but it also offers extensive capabilities for transforming and processing that data and
allows for joining of data across different buckets (equivalent to databases in the relational model), which is
beneficial for complex queries in Influx DB.
Cons: InfluxDB is a time-series database and is not designed to store complex, relational data. Thus, it may
not be suited for applications requiring complex joins or transactions. However, the open-source version of
InfluxDB does not support for authentication (SAML/SSO), data replication and scaling, automated backups,
high availability, disaster recovery, data encryption, etc.

Riak KV (key-value) and TS (time series):
Riak KV is a distributed NoSQL key-value database with advanced local and multi-cluster replication that
guarantees reads and writes even in the event of hardware failures or network partitions. Riak TS is a key-
value NoSQL database that has been optimized for time-series data.
Pros: Riak KV is known for its high availability, fault tolerance, and operational simplicity. It offers excellent
scalability and easy data recovery. Riak TS supports linear and horizontal scalability, making it suitable for ap-
plications that need to grow over time or handle large spikes in traffic as well as special features as automated
data co-location, which can improve the efficiency of range queries. Riak is designed to survive network par-
titions and server failures with no single point of failure, which makes it highly reliable and available.
Cons: Riak KV may not be as efficient for use cases that require complex queries or transactions. Also, its
community support is considered less robust compared to other NoSQL databases. Riak doesn’t support com-
plex querying capabilities out of the box. Queries are limited to key-value pairs and range queries on keys.
As Riak is an AP (Available and Partition-tolerant) system as per the CAP theorem, there can be temporary
inconsistencies in data during network partitions. However, it does offer eventual consistency. Compared to
other databases, the community and ecosystem around Riak and Riak TS might not be as large, which could
lead to fewer resources for troubleshooting and learning.

Storing digital footprints, a task that encompasses the collection, storage, and analysis of varied and extensive
sets of user behavior data, requires a database solution that’s not only robust and scalable but also flexible
enough to handle complex, semi-structured data.
NoSQL databases are particularly well-suited for this task, due to their ability to store non-relational data,
horizontal scalability, and flexibility in terms of the schema. However, it’s important to consider that while
these databases are powerful, they each have their trade-offs. For example, while Redis can provide extremely
quick access to data, its in-memory nature might not be best for persistent storage of large datasets. On the
other hand, HBase could handle vast datasets but may not be suitable for low-latency applications.



In the end, the ideal database for storing digital footprints will depend on various factors, such as the volume,
variety, and velocity of data being generated, the need for real-time processing and analytics, the complexity
and type of queries you’ll need to perform, and the resources available for database management and opti-
mization. When choosing a database for your specific use case, consider conducting a comprehensive analysis
that takes these factors into account to ensure the technology aligns well with your project’s requirements.

Intel DAOS capabilities for digital footprint management
Distributed Asynchronous Object Storage (DAOS) is an open-source software-defined object store that pro-
vides high bandwidth, low latency, and high I/O operations per second (IOPS) storage containers to HPC
applications and workflows. It’s developed by Intel and primarily designed to leverage next-generation NVM
(Non-Volatile Memory) technologies like Storage Class Memory (SCM), NVMe (Non-Volatile Memory ex-
press), Optane Persistent Memory (3D XPoint).
DAOS has strong self-healing capabilities powered by placement maps that are stored on each storage target
and I/O node. In case of storage target failure, it can rebuild the target in the background to maintain data
redundancy. It achieves fault tolerance using erasure coding and replication. It is designed for extreme-scale
storage and supports an almost unlimited number of Pools (storage clusters), Containers (user-defined storage
units), and Objects (data units) and allows flexible and efficient resource utilization. It follows a Software-
Defined Storage (SDS) approach, separating the data path from the control path. This allows it to bypass the
kernel in the data path and make full use of the capabilities of NVM Express SSDs and Optane Persistent
Memory.
Also, DAOS is meant to be a part of a larger ecosystem. It can be used in combination with other components
like middleware libraries (HDF5, MPI-IO), distributed file systems (like Lustre, NFS), and data management
services (like Apache Hadoop and Spark).
In the context of digital footprints, the data structure would likely be event-based, where each event repre-
sents a person interaction with a digital tool or platform. Each event could be stored as an object in DAOS,
with attributes such as the Identifier (ID), the timestamp of the event, the type of event, and any additional
data associated with the event.

The role of distributed message brokers in footprints stream processing
Each action users take (like logging in, viewing a lesson, completing a quiz) can be considered a digital foot-
print and can be sent as a message to a broker. Multiple consumers (like analytics systems, monitoring tools,
recommendation engines) can then independently process these messages.
That’s why message brokers can be especially useful in handling digital footprints for several reasons:
• Decoupling: Message brokers allow different parts of a system to communicate without being directly con-
nected. This can help decouple the system, making it easier to modify, scale, and maintain.
• Reliability: Message brokers often provide features like message persistence, delivery acknowledgments,
and retry mechanisms, which help ensure that messages aren’t lost even if some parts of the system fail.
• Scalability: Message brokers can help distribute work among multiple consumers. If the volume of digital
footprints increases, additional consumers can be added to handle the load.
• Asynchronous Processing: The processing of digital footprints can be done asynchronously, which is espe-
cially useful if the processing is time-consuming. The system can continue to accept new digital footprints
while processing others.
• Ordering and Timing: Some message brokers can ensure that messages are processed in the order they were
sent, or schedule messages to be processed at a certain time.
• Buffering: In the case of spikes in data, message brokers can act as a buffer, holding onto messages until the
consumers are ready to process them.
Popular message brokers include Apache Kafka, RabbitMQ, Amazon SQS, etc. Each has its own strengths and
is suited to different types of tasks, so the choice of broker would depend on the specific requirements of the
system handling digital footprints.

Brief review of the most popular scalable message brokers
Message brokers play a crucial role in modern distributed systems as well as in digital footprints processing.
They enable applications to communicate with each other, often in a publish-subscribe model, making them
essential for event-driven architectures and real-time data processing tasks.

Apache Kafka:
Pros: Kafka is designed to handle real-time, high-volume data streams. It can be scaled horizontally to handle
more data by adding more machines to the network. Kafka stores streams of records in categories called topics.
Each topic is replicated across a configurable number of Kafka brokers to ensure data is not lost if a broker
fails. Also, Kafka can be used with real-time processing systems like Apache Storm or Apache Samza.
Cons: Kafka’s distributed system, while powerful, brings complexity and can be challenging to set up and
manage. It’s possible to encounter with lack of advanced message routing, due to Kafka primarily relies on
topic-based routing. Also, Kafka relies on ZooKeeper for managing and coordinating brokers, which adds to
its complexity.

RabbitMQ:
Pros: RabbitMQ supports several messaging protocols, including AMQP, STOMP, MQTT, and HTTP. It allows



advancedmessage routing and offers a variety ofmessage routing options through exchanges, including direct,
topic, headers and fanout. RabbitMQ is developer-friendly and has a large and active community and propose
excellent developer support and client libraries in many languages.
Cons: RabbitMQ has lower throughput and may not perform as well as Kafka under high volumes of data.
Also, It stores messages in memory, which can lead to high memory usage.

Apache Pulsar :
Pros: Pulsar is a unified messaging and streaming systems that provides both messaging (comparable to Rab-
bitMQ) and event streaming (comparable to Kafka) capabilities, making it versatile for different use cases.
Pulsar’s architecture separates serving and storage layers, allowing for independent scaling and potentially
improving performance and stability as well as it supports multi-tenancy for special needs to isolate different
teams or applications within the same cluster. Pulsar supports configuring message replication across multi-
ple datacenters out of the box, which is useful for creating distributed and resilient applications.
Cons: Pulsar is not as mature as Kafka, RabbitMQ, or Amazon SQS, which means it may not have as large of
a community or as many resources available for troubleshooting and support. While Pulsar has more built-in
features compared to some other systems, managing these features can add operational complexity.

Of course, it’s possible to use fully managed Cloud Message Queuing for microservices, distributed systems,
and serverless applications such as Amazon SQS, Azure Event Grid, Notifications Hub, or Google Cloud
Pub/Sub etc., but this is beyond the scope of our review.
Message brokers act as a central hub to collect, integrate, and route data from various sources and facilitate
seamless data integration, ensuring that digital footprints are captured efficiently. Also, they enable real-time
processing of digital footprints. As data is ingested into the message broker, it can be immediately processed,
transformed, and analyzed in real time as well as routed or filtered based on specific criteria or rules. Message
brokers can store digital footprints data for a certain period or until consumed by the consuming applications
or systems. This provides a temporary storage mechanism that ensures data availability and fault tolerance.
Additionally, it allows replaying or reprocessing of data in case of failures or the need for historical analysis.

Role of the Virtual Computer Lab in training process and its anticipated impact on Digital Trans-
formation
Open educational cloud datacenter «Virtual Computer Lab» created in the Institute of System Analysis and
Control by Mikhail Belov (https://belov.global) in 2007. Nowadays it’s being actively developed by all the
institute’s leading professionals and plays a crucial (and possibly a critical) role in IT-professional training,
particularly in the context of learning scalable digital footprints storage and processing technologies. Virtual
Computer Lab provides a virtual environment where students can learn, practice, and experiment with these
technologies. Here are some ways in which Virtual Computer Lab contributes:
• Practical Experience: Virtual Computer Lab allows students to gain hands-on experience with the technolo-
gies they are learning about. They can run experiments, troubleshoot issues, and see the effects of their actions
in real-time, which can enhance their understanding and skills.
• Accessibility: With the Virtual Computer Lab, students can access the lab environment from anywhere, at
any time. This makes learning more flexible and convenient, as students can practice and learn at their own
pace, without being constrained by the physical availability of lab resources.
• Scalability and Flexibility: Virtual Computer Lab can be easily scaled up or down to accommodate different
numbers of students or different learning needs. They can also be easily updated or reconfigured to incorpo-
rate new technologies or tools, making them a flexible learning resource.
• Safe Environment for Learning: In the Virtual Computer Lab, students can experiment freely without the risk
of causing damage to physical equipment. When students make a mistake, they can simply reset the virtual
environment and start over. This encourages experimentation and learning from mistakes, which is critical
for mastering new technologies.
• Real-world Simulation: Virtual Computer Lab is designed to mimic real-world scenarios, providing students
with practical experience that is directly applicable to the workplace. For example, students can learn how
to manage and analyze large volumes of data in a simulated business environment, preparing them for real-
world data management tasks.
In the context of learning scalable digital footprints storage and processing technologies, the Virtual Com-
puter Lab provides a powerful platform for developing practical skills and understanding. It helps prepare
IT-professionals to drive digital transformation initiatives effectively and efficiently.
Virtual Computer Lab contributes a better understanding of scalable digital footprints storage and processing
technologies among IT-professionals. As more professionals are equipped with the necessary skills to handle
large volumes of data and leverage these for insights, businesses can more effectively and efficiently transition
their operations to digital platforms, resulting in an overall acceleration in the pace of digital transformation.
When IT-professionals are trained to use scalable technologies effectively, it can lead to significant improve-
ments in efficiency and productivity. These technologies enable businesses to manage and analyze large
volumes of data more efficiently, leading to faster decision-making and improved operational efficiency. This
can result in higher productivity and better business outcomes.
By leveraging scalable digital footprints storage and processing technologies, companies can gain a competi-
tive edge in themarket. Withmore professionals trained in these technologies, businesses canmore effectively



harness their data for insights, leading to innovations in products, services, and business models. This can
help businesses differentiate themselves from competitors and gain a significant competitive advantage [41–
64].

Fundamentals of strategy for digital footprints integration into the training of IT-professionals
Developing a comprehensive curriculum is the first step towards integrating scalable digital footprints stor-
age and processing technologies into IT professional training. The curriculum should cover key topics such
as distributed computing, NoSQL databases, cloud storage, and data analytics at scale. It should also include
modules on emerging technologies and trends to keep students abreast of the latest developments. Moreover,
the curriculum should be designed in a way that builds on foundational IT knowledge and progressively in-
troduces more complex concepts and skills [40].
Hands-on practical training and simulations in the Virtual Computer Lab are critical for effective learning.
They allow students to apply the theoretical knowledge they gain in a practical context, enhancing their
understanding and skills. Training programs should include lab sessions, projects, and simulations where
students can work with real-world data and use scalable storage and processing technologies. These practical
experiences can help students understand the challenges of managing and processing large volumes of data
and learn how to overcome them.
Collaborating with industry partners can enrich IT professional training. Industry partners can provide valu-
able insights into the real-world applications of scalable digital footprints storage and processing technologies,
helping to ensure that the training is relevant and practical. They can also offer internships, projects, and guest
lectures, providing students with practical experience and exposure to industry practices. Such collaborations
can help bridge the gap between academia and industry and ensure that students are job-ready when they
graduate.
Given the rapid pace of technological advancement, continual learning and upskilling are crucial. IT-professionals
need to regularly update their knowledge and skills to stay relevant. Training programs should therefore pro-
vide opportunities for continual learning, such as advanced courses, workshops, and seminars on emerging
technologies and trends. They should also encourage students to pursue industry certifications, which can en-
hance their skills and employability. Moreover, a culture of lifelong learning should be fostered, encouraging
students to take responsibility for their own professional development.

The importance of partnership with leading data centers to introduce HPC solutions into the edu-
cational process
Partnerships with leading data centers such as JINR (Joint Institute for Nuclear Research) or CERN (Euro-
pean Organization for Nuclear Research) and are of great importance for the implementation of HPC (High-
Performance Computing) solutions in preparing IT-professionals. Here are some reasons why such partner-
ships are significant:
• Cutting-edge Infrastructure: Collaborating with renowned data centers like JINR or CERN provides access
to state-of-the-art infrastructure and supercomputing resources. These institutions invest heavily in high-
performance computing systems, enabling advanced computational capabilities that are essential for training
IT professionals in complex and data-intensive tasks.
• Expertise and Knowledge Sharing: Partnering with these leading data centers allows for valuable knowledge
sharing and collaboration. JINR and CERN are home to some of the brightest minds in scientific research and
computational science. Working closely with their experts provides an opportunity to exchange ideas, best
practices, and innovative techniques in HPC, thus enriching the training of IT professionals.
• Reputation and Credibility: Partnering with internationally recognized institutions like CERN and JINR en-
hances the credibility and reputation of an organization involved in IT professional training. It signifies
a commitment to excellence and cutting-edge technologies, attracting talented individuals and establishing
credibility among potential employers.
We can see the greatest example, when Vladimir V. Korenkov, the legendary IT-expert in Russian Federation,
the Scientific Director of Meshcheryakov Laboratory of Information Technologies at JINR is responsible for
setting strategic direction for the integration of HPC in education, determining what resources are necessary
and how they could best be deployed to benefit students and researchers. He leads project teams in the de-
velopment and implementation of HPC solutions. Vladimir Korenkov provides significant technical insights
and guidance, helping to solve problems and make decisions on which technologies to use. He also plays a
tremendous role in developing educational materials and courses that teach students and researchers how to
use and benefit from these HPC resources.
It’s very important because the proliferation of digital technologies and increased internet penetration glob-
ally has led to an explosion in the quantity of digital footprints. Every click, like, comment, share, download,
or upload that we perform online leaves a trace. These traces, known as digital footprints, are generated at an
unprecedented volume, velocity, and variety. This not only includes social media interactions but also extends
to e-commerce transactions, web searches, and even sensor data from IoT devices.
Every day, billions of people around the world use the internet, each leaving their unique digital footprints.
The sheer scale of this data is enormous and still growing. According to estimates, the global data sphere will
grow to 175 zettabytes by 2025, up from 33 zettabytes in 2018. A significant portion of this data will be digi-
tal footprints. Processing and making sense of this vast ocean of data using traditional methods or standard
computing systems is not feasible due to the size and complexity of the data.



HPC solutions are designed to process and analyze massive amounts of data efficiently. They use parallel
processing to perform high-speed computation tasks, making them well-suited for handling the volume, ve-
locity, and variety of digital footprints. HPC can help in the real-time processing of these data, spotting trends,
patterns, and anomalies.
Furthermore, the use of HPC is not just about handling the sheer size of the data. It’s also about the need
for sophisticated, high-speed analytics. This might involve complex machine learning algorithms to predict
future behavior based on digital footprints or advanced graph analytics to understand the relationships be-
tween different entities. These tasks can be computationally intensive, further justifying the need for HPC
solutions.
In essence, the enormous and ever-growing number of digital footprints necessitates the use of HPC solutions.
Not only can HPC manage the scale of the data, but it can also facilitate the type of high-speed, advanced ana-
lytics needed to extract meaningful insights from these footprints. In this way, HPC becomes not just desirable,
but essential in the era of Big Data.

Challenges and Potential Solutions
Integrating scalable digital footprints storage and processing technologies into IT-professional training comes
with its own set of challenges. Technologies evolve rapidly, and staying current can be a daunting task. Train-
ing providers must constantly update their curriculum and teaching methods to ensure relevance. Some edu-
cational institutions might struggle with limited resources, both in terms of finances and expertise. Investing
in the necessary tools and technologies, as well as training the trainers, could be a challenge. Bridging the
gap between theoretical knowledge and practical skills is a significant challenge. Without adequate practical
exposure, learners might struggle to understand the real-world applications of the technologies.
Institutions must adopt a dynamic approach towards curriculum design, constantly updating their content
to keep up with technological advancements. Collaborating with industry partners can help mitigate the re-
source constraint issue. Industry partners can provide the necessary financial support, tools, and expertise.
blend of theoretical instruction and practical exposure can ensure that students acquire both knowledge and
hands-on skills. Virtual Computer Lab, project-based learning, and internships can help facilitate practical
learning.
As AI and machine learning continue to advance, these technologies will play a crucial role in processing and
analyzing digital footprints. The rise of online learning and Virtual Computer Labs will provide more flexible
and accessible learning opportunities for IT professionals worldwide.

Conclusion
This article delved into the concept of digital transformation and how horizontally scalable digital footprints
storage and processing technologies are integral to it. It discussed how IT-professional training is a key factor
in accelerating global digital transformation efforts. The benefits of horizontal scalability were outlined, along
with a deep dive into scalable storage and processing technologies.
The crucial role of these technologies in enhancing data management, fostering customer-centric services,
influencing data analytics, and promoting business growth was highlighted. It was demonstrated how inte-
grating these technologies into IT professional training could significantly enhance the readiness of IT pro-
fessionals and thus contribute to digital transformation efforts.
The importance of strategies for effective integration, including curriculum development, hands-on practical
training, industry partnerships, and continual learning opportunities, was also discussed. The anticipated
impact of integrating these technologies into IT-professional training on global digital transformation was ex-
amined, pointing towards an accelerated pace of digital transformation, improved efficiency and productivity,
and fostered innovation.
In conclusion, the importance of horizontally scalable digital footprints storage and processing technologies
in IT-professional training cannot be overstated. The ability to effectively manage, store, and process ever-
increasing volumes of data is a core skill set for the IT professionals of today and tomorrow.
As businesses increasingly turn to data for decision-making and innovation, having IT-professionals trained
in these technologies is a critical element in accelerating global digital transformation. It provides businesses
with the necessary technical expertise to leverage their data effectively and can drive significant improve-
ments in efficiency, productivity, and innovation.
In an era characterized by rapid technological change, it is crucial for IT professional training programs to
continually evolve and incorporate the latest technologies and practices. In doing so, they will equip the IT-
professionals with the skills they need to navigate the digital landscape, drive digital transformation efforts,
and ultimately contribute to the growth and success of their organizations.
Under the continued leadership of professor Evgenia N. Cheremisina, the Institute of System Analysis and
Control has emerged as a leading institution in the realm of information technology, systems analysis, and
control systems. With a focus on cutting-edge research and innovative educational practices, the institute is
making notable contributions to the scientific community and the wider world.
Evgenia Cheremisina’s guidance has been pivotal in driving the institute towards excellence. Her vision and
commitment to innovation have steered the institute’s focus towards pivotal technologies like horizontally
scalable digital footprints storage and processing technologies, positioning the institute at the forefront of the
digital transformation era.
With a strong emphasis on high-quality education and industry-relevant training, Evgenia Cheremisina and



her successor Elena Yu. Kirpicheva’s leadership have played an instrumental role in preparing the next gen-
eration of IT-professionals. Under their guidance, the institute has designed comprehensive IT-professional
training programs that integrate the latest technologies and practices, preparing students to drive digital trans-
formation efforts in their future roles.
Overall, the Institute of System Analysis and Control has positioned itself as a pioneering institution in the
field of IT, continually advancing knowledge, driving innovation, and shaping the future IT-professionals.
Evgenia Cheremisina, Elena Kirpicheva,Nadezhda Tokareva, Snezhana Potemkina’s unwavering commitment
to excellence, innovation, and student success has been instrumental in this regard and promises an exciting
future for the institute.
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Summary
This material describes the importance of horizontally scalable technologies for storing and processing dig-
ital footprints in IT professional training, aiming to expedite digital transformation and shows the amazing
perspectives of partnership between Institute of System Analysis and Control (Dubna State University) and
Meshcheryakov Laboratory of Information Technologies (JINR).
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