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Scheduling tasks and allocating resources in a cloud (distributed) system is significantly different from re-
source management of a single computer. Cloud (global) schedulers view the system as a large pool of re-
sources to which they have full access. At the same time, the most urgent task remains to maintain a balance,
which consists in managing each individual computing task in such a way that the restrictions associated
with it are met, while the total load of the system would meet the requirements of its owner (complete load,
return on the provision of resources, etc.). However, as a rule, the execution of a single task is controlled
independently of other tasks and the state of the entire system as a whole. In this case, priorities, scheduling
options for individual tasks and their parameters are not taken into account. The absence of global coordinat-
ing mechanisms leads both to an increase in the execution time of individual tasks and to the underutilization
of resources. On the other hand, end users do not have information about the timing of obtaining a solution
or service capabilities, which leads to a loss of quality of service. Allowing the user to control system perfor-
mance expectations for each job improves the quality of service for a particular job, but may have a negative
impact on the performance of other jobs.

Classical schedulers are built either on minimizing response time (real time) or on maximizing total resource
utilization (time sharing). And since the purpose of global schedulers is to improve the state of the system as
a whole, the requirements of individual consumers are practically not taken into account and user tasks can
be performed for hours. To minimize service time, it is necessary to adjust the strategy of classical schedulers
so that, on the one hand, take into account the interests of users, task priorities and their execution time, and
on the other hand, information about the state and distribution of system resources for general optimization
of its operation.

The purpose of this work is to present a systematic approach to the construction of high-performance special-
ized computing systems (SCS) that perform resource-intensive tasks related to a special class, the execution
methods of which can be defined as random enumeration with an unknown outcome [1,2]. Here, obtaining a
solution is based on enumeration algorithms and comes down to searching for a fragment with predetermined
properties in a large array of initial data. Such an array, as a rule, consists of separate, indivisible, identical in
size, meaningfully significant fragments. Each task is considered solved as soon as a unique element can be
identified in some piece of data. Tasks are of different types. This includes searching for a graphic object on
map fragments for its recognition, and searching the Internet for some text on a given fragment, and encryp-
tion and decryption tasks.

Based on previous works [3-6], the following conclusions can be drawn. The use of classical schedulers in
SCS does not allow to fully realize all their capabilities and reduces productivity and efficiency.

To eliminate this, methods for managing such systems based on intelligent agents (IAs) have been developed.
Such IAs, having no information about the initial state of the system, according to the obtained statistical data
on its functioning, can significantly increase the productivity and improve the efficiency of the SCS.

The management of the passage of tasks in the SCS is carried out by IAs based on the parameters assigned by
them for each task, without having an analytical description of the entire system. Based on this, this type of
control can be attributed to artificial intelligence systems.

The report discusses a systematic approach to the construction of various SCS control schemes based on IAs.
Approaches to measuring the maximum performance will be shown and an analysis of the quality of work of
such systems will be carried out.
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