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Status and plans of the Meshcheryakov Laboratory of
Information Technologies

Danila Oleynik, MLIT
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LCTA foundation (1966

IITPUUK A 3110 O BEIJMHEHHOMY NMHCTUTYTY AJEPHBIX I/ICCJIEIIOBAHPIFI Nel49
"19" aBrycta 1966 ropa

B cBaA3n c peweHnmeM XX ceccum YyeHoro CosBeta wun KomuteTa
MonHoMouHbIX lpenctaButenen B cocTtaBe 06beAMHEHHOro UMHCTUTYTA
fifepHbIX UccnepoBaHun opraHulyetca Jlabopatopus BbIMUCAUTENBbHOM
TEXHUKM M aBTOMaTU3aLUMM, Ha KOTOPYKW BO3NnaraerTcs:

BCECTOPOHHEEe pa3BUTUE BLIYMUCIUTENIbHOW TEXHUKM WU BOMPOCOB
nporpaMMupoBaHuMa B UHCTUTYTE, Kak  OCHOBbl aBTOMaTu3auuu

06paboTKM 3KCNepuMMeHTanbHOW  WHOpMaUUM WU MaTeMaTuU4YeCKUx
pacyeToB AN  TeOpeTUYEeCKUX U ISKCrnepuMeHTanbHbiX (PU3UYECKUX
uccnenoBaHun;

obecneyeHne Bcero Komnnekca o06paboTkuM 3KCNepuUMeHTaNbHOW
UHOOPMALIMN Ha BbLIYUCIIUTENbHLIX  MallMHaAX WU, npexpe  BCero,
obpaboTku poTtorpadum C  ny3bIPbKOBLIX WU UCKPOBLIX  KaMmep,
| nonydyaemolix B ONAN n Ha yckoputene B Cepnyxose;

obecneyeHne CBA3M " KOOpaAuHauus COBMeCTHbIX  paboT
cTpaH-y4acTHuy OUAN no BOnNpocam BbIYMCIINTENIbHOW TEeXHUKMHU,
nporpaMMUpPoOBaHUID, Pa3BUTUI0 MeTOOUMK 06paboTkuM U gpyruMm Bonpocam
aBToMaTu3auum;

KoopauHauua OCHOBHbIX  pabor NoO  CO30aHUK U pPa3BUTUI
U3MepuTenbHbiX LeHTpoB B nabopatopuax OUAWN v BHegpeHU UUPPOBbLIX
| BbIMUCIIUTENbHbLIX MalWlMH B 3KCNEpUMEHTaNbHble METOOUKWU.

LCTA - The Laboratory of Computing Techniques and Automation, reorganised to Laboratory of Information Technologies in 2000
2



Cooperation with All JINR Laboratories

Particle Physics and HEP

® NICA computing

® Methods and algorithms for
data analysis- Intelligent control

Nuclear Physics systems Life Science
e Computations of the properties of o ... ® |nformation System for Radiation Biology
atoms of superheavy elements studly | |
: : ® Analysis of Small-Angle scattering data
® Analysis of fine structures in the mass from nanodrugs

distribution of nuclear reaction products
® Sub-barrier fusion and fission reactions

of heavy nudlei Information

Technologies
(Scientific directions

® Environmental monitoring
o

Condensed Matter

Theoretical Physics and information o Analysis of polvdisoerse populations of
: E?J?Iear:gl]:irorflljalgciigic\l;ain effective SySte 4 S) phosprolpid vesices
theories of OCD ® Study of nanocomposite thin films using

neutron and X-ray reflectometry methods
® Simulation of thermal processes occurring

in materials
‘ [N XX

® Compton scattering
. eseee

Neutrino Physics and
Astrophysics
® Support of the JINR neutrino
program
® Data acquisition system software for
Baikal-GVD




Information Technology and Scientific Computing at JINR

Coordinated development of interconnected IT technologies and computational methods
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JINR Scientific research aims 3

e —— ——

Jeertnm & M ) f Communication & Research )

Application ) " community support .
Middleware services }

Compute ) ( Storage )

Network )

Electricity )( Cooling )

(
c
€
§
(
(

Infrastructure-)

- “Layer cake” from engineering
infrastructure through hardware
facilities and middleware
services to application

- Middleware services - a wide set of
tools and solutions, which allows
users applications employs
network, compute and storage
facilities



Engineering infrastructure

Power@Cooling 800kVA@1400kW
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Network Infrastructure

The network infrastructure is a fundamental component of the IT
infrastructure of JINR. MLIT ensures the reliable and fault-tolerant
operation of all components of the network infrastructure:

> JINR-Moscow 3x100 Gbit/s
> JINR-CERN 100 Gbit/s and JINR-Amsterdam 100 Gbit/s

» dedicated campus network with a bandwidth of 4x100 Gbit/s
for the NICA experiments

> |ocal area network with a bandwidth of 2x100 Gb/s

The JINR LAN comprises:

e 9291 network elements

18044 IP-addresses

* 6355 users registered within the network

CERN

2 X 1OOGbps

100Gbps

network traffic in 2022
«29.56 PB - input
*34.19 PB - output




Compute and storage resources

High Throughput Facility: A

4 CMS Tier 1 N

20096 CPU cores;
11,7 PB dCache based disk storage;

f High Performance Facility: \ f R oPe storage ) f Cloud infrastructure: \
SC Govorun & HydriLIT 4 _ N\
LCG Tier 2 & CICC 5150 CPU cores
~ 8984 CPU cores: 10356 CPU cores; 60 TB RAM
~ 481280 GPU-cores: 3,7 PB dCache based disk storage; 3.1 PB Disk
~ 300 Gb/s 10 rate 1,7 PB EOS based storage
| | . /& i

20 PB - center-wide EOS based disk storage system
50 PB - longterm tape storage system

The MICC meets the requirements
for a modern highly performant
scientific computing complex:

high reliability and availability,
multi-functionality,
scalabillity,

high performance,
high-through modern local
network,

center-wide data storage
system,

supporting of customisation
of software environment for
different user groups,
information security.



CMS Tier1 at JINR
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20096 CPU cores;

11,7 PB dCache based disk storage;
21,3 PB Tape storage

100% reliability and availability

Sum CPU Work (HS06 hours) by Tier 1 Sites for CMS (Year 2022)

ES-PIC
FR-CCIN2P3 3%
9%
IT-INFN-CNAF U-JINR-T1
10% 25%
UK-T1-RAL ) j
10% | |
\
\\
| 4
|
'\ / US-FNAL-CMS
P> 0
DE-KIT L 24%

19%

* The JINR Tier1 data processing center has
demonstrated stable work for CMS

experiment on LHC from beginning of work
in 2013.

* The Tier1 site for CMS is ranked first among

world centers for CMS (by delivered CPU
work).




CICC provides computing power, data
storage and access systems for the majority
of JINR users and user groups, as well as
for users of virtual organizations (VOs) of the
grid environment (NICA, LHC, FAIR, etc.). It
acts like LCG Tier 2 data processing center
for all four LHC experiments.

biomed; . ’_bmn; 408
spd; 5299118537 _ilc; 4141 —

cms; 112102 4 . bes; 20

lhcb; 173591

alice; 938972

JINR Tier2 is the most
productive in the Russian Data
Intensive Grid (RDIG)
Federation.

JINR Tier2: Sum CPU work (HS06 hours)
by VO (year 2022)

ru-PNPl RU-SARFTI
Ru-Troitsk-INR-_ RU-SPbSU _2,36%  2,40%

LCG2 0,90%
0,64%
RU-Protvino-
ITEP IHEP

0,35% 13,77%

JINR-LCG2

79,57%

RDIG: distribution by the number of jobs by
websites of organizations
(year 2022)




“Govorun” HPC

 Hyper-converged software-defined system

e Hierarchical data processing and storage system

 Scalable solution Storage-on-demand

 Total peak performance: 1.1 PFlops DP

« GPU component based on NVIDIA

« CPU component based on RSC “Tornado” liquid cooling
solutions

 The most energy-efficient center in Russia (PUE = 1.06)

e Storage performance >300 GB/s
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The resources of the “Govorun” HPC are used by scientific
groups from all the Laboratories of the Institute for solving
a wide range of tasks in the field of theoretical physics, as
well as for physics modelling and experimental data

processing.
Key projects that use the resources of the HPC:

NICA megaproject,

calculations of lattice quantum chromodynamics,
computations of the properties of atoms of superheavy
elements,

studies in the field of radiation biology,

calculations of the radiation safety of JINR’s facilities.

PHYSICAL REVIEW C

covering nuclear physics
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Based on the integration of the supercomputers of
JINR, of the Interdepartmental Supercomputer Center
of the Russian Academy of Sciences and of Peter the
Great St. Petersburg Polytechnic University, a unified
scalable supercomputer research infrastructure based
on the National Research Computer Network of
Russia (NIKS) was created. Such an infrastructure is
in demand for the tasks of the NICA megaproject.

m POLYTECH
Peter the Great
St.Petersburg Polytechnic
University




Cloud Infrastructure

* Cloud Platform - OpenNebula V
® |

* Virtualization - KVM

» Storage (Local disks, Ceph) ERG= ge;gf;;;;;gmm @ @ Tost
. Total Resources =N Coroorment “ '
~ 5,000 CPU cores: 60 TB RAM: 3.1 PB of raw ceph- - ‘ej*bef’ o )
based storage ~

jO Fouc
dCache testbed N @ /

JINR
3h3 ‘ (NICA)

Users VMs U BES-I catiog testbed

\
S '
‘\\ ]

I
/

e \VMs for JINR users

Computational resources for neutrino experiments

* Testbeds for research and development in IT

e COMPASS production system services

e Data management system of the UNECE ICP Vegetation
o P e Scientific and engineering computing

e e Service for data visualization

e Gitlab and some others
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MLIT contribution:
engineering
iInfrastructure
(electricity, UPS,
cooling, network,
racks, manpower)

DLNP contribution:
computing and
storage resources
(CPUs/GPUs&disks)

BAIKAL-GVD

Computational resources for the JINR neutrino program using the cloud infrastructure of the MICC.
The NOvA, Baikal-GVD and JUNO experiments are the major consumers of the cloud infrastructure.

13



Heterogeneous Distributed Computing Environment

A heterogeneous computing environment, based on the DIRAC platform, was created for processing and
storing data of experiments conducted at JINR. Computing facilities in MLIT, cloud infrastructures of the JINR
Member States, the NICA cluster, as well as the resources of the National Research Computer Network of
Russia, the cluster of the National Autonomous University of Mexico (UNAM, within cooperation on the MPD
project) and the cluster of Institute of Mathematics and Digital Technology (Mongolian Academy of Science),

were integrated through DIRAC. The distributed infrastructure is used by the MPD, Baikal-GVD, BM@N, SPD
experiments.

0

o JINR (Russia): _
integrated PRUE (Russia):
integrated
INP (Belarus): Batic Ses  ESY
integrated -

United Denmark
4 Kingdom

fan
SU (Bulgaria):
integrated

France

INRNE (Bulgaria):
tu integrated

nia
tvia. %5(‘.0#
Mox;

Lithuania

A ok
GTU (Georgia):
work in progress

INP (Kazakhstan):
integrated

Poland B

-~ _ODIRAC

=]

Hunga

kia
ry
Romani

Uzbekistan 5 Kyrgyzstan

O \‘::_"\

. \\_-‘-
Turkmenistan Tajikistan—

INP (Uzbekistan)
integrated

Tunisia > fghanistan
Ista |
| NOSU(Russia) | = sordm < : New el
integrated O . '
by 18 IP (Azerbaijan): o ntutan
_ IAP (Armenia): integrated
ASRT (Egypt): work in progress Bang

integrated India W Mya

o Mumbai 0

DIRAC-based distributed information and computing environment (DICE)
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Tier O for NICA Computing

Worldwide
NICA

. NICA Collaporation
off-line clusters o

NICA On-
line Cluster

=3

LIT off-line
cluster

LHEP
off-line cluster K3

15
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tp). Numerical modeling of complex
' physical systems

Experimental data processing
and analysis

Big Data

Al and robotics

Computer algebra

Quantum computing

Machine and Deep learning



Methods of Mathematical Modelling, Computational Physics, and

High-Performance Computing for Complex System Studies at JINR

Simulating interactions of various types in nuclear-physical
systems, including calculations of cross sections for sub-
barrier fusion/fission reactions of heavy nuclei within the
coupling channel method.

Studies of intricate processes in models of complex
systems subject to external influences, including
simulations of structural changes in materials under irradiation
with charged particles and of superconducting processes in
Josephson junctions.

Solving problems raised by the design and optimization of
the operation of large experimental facilities, including
specific simulations of magnetic field configurations.

Modeling physical phenomena based on the state equation
of dense nuclear matter, including complex astrophysical
systems and heavy ion collision processes in the NICA energy
range.

17
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gl
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0 4 8 12 16 20
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Dense nuclear matter EoS |\

{Slun que! Alisus)ul

Scheme of ionization by Compton
scattering at hv=2.1keV

o (mb)

o (mb)
o (mh)

140 150 40 44 48 52 5
£ (MeV) E (MeV)

Sub-barrier fusion and fission
reactions of heavy nuclei
n 2020-2022, over 150 publications in peer-reviewed scientific journals
nave been done in cooperation with colleagues from other JINR
_aboratories and Member States; 4 problem-oriented software
packages in the JINRLIB electronic program library; 2 computer
programs were published in the CPC program library.




Mathematical Methods and Software for Experimental Data Processing

and Analysis

Physical processes modelling
« event generations s
80F- Bue -0 approac
GEANT-simulation of experimental setups X Re- newapproa_ch
Event reconstruction & data analysis R — Y —
Effective algorithm for TeV Missing mass method for the
particle trajectory reconstruction Wtion;{b RN O e
particle identification | AN
physical processes reconstruction L & 4T e
" e T g 20 === HUING
data analysis —oerr
 Applied software and Data Bases H A
* Information systems for experimental services lidecllonlbialial
Monte-Carlo Generator Monte-Carlo Generator
o experimenta| software frameworks DCM-QGSM-SMM for NICA DCM-QGSM-SMM for
NICA
e data modelling and data processing Experiments IS:
» event visualization and monitoring * ATLAS EventPickingsService,
» ATLAS CREST,

 Geometry and Configuration DBs for BM@N

18



Implementation of ML/DL Methods for the Data Processing and Analysis of

the NICA Experiments BM@N, MPD and SPD

Scientific and practical significance: expanding the scope of

machine learning methods, in particular, in high energy e —
physics; software for experimental data processing and | = [T I [Tk
analysis at the NICA accelerator complex; corresponding 50.4-+:;* wiw {F
development of root-frameworks. ] R e AT
Foreseen areas for ML/DL application: hit finding, tracking, Gradient-boosted decision Deep GNNss for solving

. _ e : _ _ trees for PID in MPD tracking problems in BM@N,
particle identification, decay reconstruction, global tracking. BESIII, SPD

L1/
iy,
,s://///", »

I/,"

ML/DL methods under study: Recurrent Neural Networks,
Graph Neural Networks, Convolutional Neural Networks,
Decision Trees, Gradient Boosting.

Graph Neural Networks for Tracking

19



Methods of Artificial Intelligence and Big Data Analytics

 Bringing best of Big Data approaches to JINR practices
* Providing the Big Data infrastructure for users

JINR Big Data Analytical Platform

Presentation of results, hypothesis testing, forecasting, visualization

BUSI\IlliesSuSaIlIilzt:tlil;%nce. SEICL B e gl @/ Predictive and prescriptive
g=rg Services. information. Models. analytics
INTRLIGENT RePOI'tS HYpOtheseS PREDICTION

Analysis

fa . (] o

[[ﬁ Statistical analysis. Machine learning. |Ii‘g)t¢ Data Modeling (autoencoders, .r:‘..‘a‘\. Semantic models. Graphs.
Time series Analysis. C(flugtﬁermg. = COItl.V olut(:ilonal n_etlwoiks, ks) °‘..‘.§‘! Complex networks

STATISTICS HYPOtheSIS teStlng MACHINE LEARNING g Catlon MO%AETLAlNC genera s s s h“-.

Data collection, data processing (stream and batch) and data storage

& %}g Primary data Data _Ori
Ig“ Data collection ’ 'o\& procers};ing. Transformation Problem-oriented
l;;‘l.’A@ DATA Filtration software

and Compression

CLEANING

COLLECTION

Data collection
system

Distributed
Storage

External data sources
Grid (API, Web, Databases, Social
Networks

Software-defined
networks

Cloud resources

Data sources
Industrial Internet of Things
(Smart meters, Tags, GPS, Cameras )

20

Physical
Detectors and
devices




e Software quantum simulators for computing on computers of a classical
architecture using CPUs and GPUs is of particular interest for solving a number of
problems in condensed matter, high-energy physics, gquantum chemistry, Al, etc.

o) —{H -~
0) | H I - 1
O = " R P_ﬂ@w-_@f ________ ' ' ithi I
0 5 : - Form a list of QAs required to solve tasks within the studied
Sl ERN - :
0 Ao T | | e [T Quantum physical models
' algorithms

Select the type of quantum simulator to simulate a classical
architecture on computers

Quantum

/ Define resources for the selected quantum-limiting
simulators

capabilities of available computing simulators (number of
qubits and computation time)

Search for exact solutions to urgent problems of quantum

SC “Govorun” chemistry and study the chemical properties of heavy elements

21



Intelligent Control of Technological Processes and Physical Facilities at

JINR

* Development of built-in self-organizing controllers for
systems of the intelligent control of technological
processes, devices and facilities at JINR (including for
unforeseen and unpredictable situations).

 Development of an artificial intelligence platform based
on quantum optimization for the tasks of intelligent
cognitive robotics and intelligent control in JINR
projects.

 Development of quantum software engineering
methods for quantum deep learning based on quantum
algorithms, quantum programming, quantum
genetic algorithms and quantum soft computing.

22

A software and hardware platform has been developed on
the basis of quantum fuzzy controllers embedded into the
control loop to the control of the pressure and flow of liquid
nitrogen of the superconducting magnets of the cryogenic
system of the NICA accelerator complex.

Control Emor
1.25

12 e e e e e e ol e e e o = o = = —— - —_

~—— FC Control

= QFI Control

@ /’

1.1

1051
Target pressure value

1.2 Bar

| 1 | | |
0 50 100 150 200 250 300
Time (s)

The gquantum controller demonstrated the highest speed
In achieving the target value, low overshoot and accuracy
of achieving the control goal compared to other types of
controllers.




™M L\DL ec.gi,ystem\
? I'Jt':v:;
" bokeh
JINR EOS (R FreelPA 5 @
Y Keras -)
Storage Auth :m o
\. - V4

Metadata DB

-

MariaDB

Supercomputer
“Govorun”

Experimental data

Analysis

The joint project of MLIT and LRB is focused on creating an Information
System (IS) as a set of IT solutions.

The information system allows one to store, quickly access and process
data from experiments at LRB using a stack of neural network and
classical algorithms of computer vision, providing a wide range of
possibilities for automating routine tasks. It gives an increase in

productivity, quality and speed of obtaining results.

Tasks of the IS algorithmic block

* Analysis of the experimental field markup

* Tracking the position of the animal as part of the experiment

e Classification and determination of the type of animal activity (grooming,
fading, etc)

 Segmentation of neurons in images of histological slices

* (Classification of neurons by type and belonging to the layer

o Statistical analysis of behavioral patterns and correlations with
pathomorphological analysis

23



Samples collection Samples analysis Data analysis Data presentation Prediction/Controle

' ' ..I.'N.‘. 'l.l-.'
auy

Google Earth Engine

HvbrillT

| S
F pgthon | Tensorﬂow Mlcr(;ﬁps {Q)

Keras

§ nongo NGIMX

Open v
gh. &8 8

L|T/ JINR The studies are carried out using the HybrilIT platform.
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Within the framework of cooperation
between MLIT and FLNP, the work on
the prediction of air pollution by
heavy metals using biomonitoring
data, satellite imagery and different
technologies of machine and deep
learning is in progress. On the MLIT
cloud platform, the Data Management
System (DMS) of the UNECE ICP
Vegetation was created to provide its
participants with a modern unified
system of collecting, analyzing and
processing biological monitoring data.



JINR Digital EcoSystem ‘

The digital platform “JINR Digital EcoSystem” integrates existing and future services

to support:

scientific research life cycle, J|NRC{’T?\‘1/)_

A\ : : L A AL Digital Eco System
administrative and social activities;

to provide; ,?
reliable and secure access to various types of services; = Other services

to enable: | | . | T~
a comprehensive analysis of information; \ o

using:

Network services

; Administrative
0 services

Scientific services

25



JINR Digital EcoSystem. Entry point

JIN R m FIRSTVISIT  VISIT CENTER, " CONTACTS [E]

Digital Eco System

JINR Digital
FcoSystem /(o

e
S0

NETWORK SERVICES

Digital Ecosystem

O

—_——

ADMSIENRI\S”Tgé\STIVE e Personal account of a JINK
employee

4 4

* Easy access, convenient navigation
INFORMATION and search for information on a

a—— large-scale network of a wide
variety of JINR services

This is a complex digital environment that combines a large number of information services and
business processes based on the principles of mutually beneficial relationships (“win-win")

26
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Training courses, master classes and lectures [

MLIT staff and Leading manufacturers of modern computing
leading scientists from JINR and its Member States architectures and software
/ / \ Tools for debugging and / \ / . \
Parallel programming profiling parallel Frameworks and tools Quantum algorithms,
, lication for ML/DL tasks uantum
technologies applications quanty
programming and
e _— uantum control
/ \ Jupyterhub q
O Rl MP Work with applied software o~
A MPI B - s O i [
: NMULTIPHYSICS® @7 oliram Mathnematica ‘
2 <A NVIDIA.
\ CUDA. / 2 _ )
- \ ‘ /
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MICC - Large infrastructure project

Multifunctional Information and

Computing Complex, including the MICC
Te - Large infrastructure
ovorun” supercomputer broject
(JINR Data and NetWOrking Center): Middleware services
High Performance Facility:\ ( High Throughput Facility: A ( Cloud infrastructure
Engineering infrastructure (electricity and e P s e I e
cooling) \ A AN b
' ] IS Multipetabyte center-wide storage system
Networking (local and worldwide connectivity) s et <
HT Computing (CMS Tier1, LCG Tier2 & CICC) | ( Flectrioity DR Cooling )

HP Computing (“Govorun” HPC) % 2
Cloud Computing
Center-wide Data storage

28



* Methods of Mathematical Modelling,
Computational Physics, and High-
Performance Computing for Complex
System Studies

* Mathematical Processing and Analysis of
Experimental Data Implementation of ML/

DL Methods in Data Processing and
Analysis at the NICA Experiments

* Development and application of methods
of computational mathematics in quantum

iInformation theory

29

Digital JINR

Methods of Artificial Intelligence
and Big Data Analytics

Intelligent control of
technological processes and
physical facilities at JINR

Education: JINR IT School



Thank you for attention!



