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Multifunctional Information and Computing Complex (MICC) ‘

4 advanced software and hardware components

M I CC > Tierl grid site
» Tier2/CICC site

» cloud infrastructure
Distributed multi-layer data storage system
Govorun > DISkS. _
1.7 pf > Robotized tape library
8 PB Network

> Wide Area Network
> Local Area Network

» hyperconverged “Govorun” supercomputer

DATA STORAGE 75 PB Engineering infrastructure
NETWORK 3x100 Gbps > Powgr
» Cooling

POWER@COOLING 800 kVA@1400 kW

The main objective of the project is to ensure multifunctionality, scalability, high performance, reliability and
availability in 24x7x365 mode for different user groups that carry out scientific studies within the JINR Topical Plan.



MICC Power @ Cooling @ Network

Wide Area Network 3x100 Gbps
Cluster Backbone 4x100 Gbps
Campus Backbone 2x100 Gbps

Dry chillers
In-Row systems
Total cooling 1400 kW

Uninterruptible power supplies
(UPS) 8x300 kVA
Diesel-generator units (DGU)
2x1500 kVA

Transformers 2x2500 kVA



Networking @ Traffic

Distribution of the incoming and outgoing traffics by the JINR MICC in 2020-2023 (TB) Wide Area Network 3x100 Gbps
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Limited data and short-term storage — to store the OS itself, temporary user files

AFS distributed global system — to store user home directories and software

dCache is traditional for the MICC grid sites — to store large amounts of data (mainly
LHC experiments) for the middle-term period

EOS is extended to all MICC resources — to store large amounts of data for the middle-
term period. At present, EOS is used for storage by BM@N, MPD, SPD, BaikalGVD, etc.
Tape robotic systems — to store large amounts of data for the long-term period. At
present, for CMS. BM@N, MPD, SPD, JUNO — in progress.

A special hierarchical data processing and storage
system with a software-defined architecture was

Data developed and implemented on the “Govorun”
_— supercomputer.
“““““““““ According to the speed of accessing data, there are
= | the following layers:
e v very hot data (DAOS (Distributed

__________ Asynchronous Object Storage)),

the most demanded data (fastest access),
hot data,

warm data (LUSTRE).

D NEANERN



JINR Tierl for CMS (LHC) and NICA

2020-2023 . .
Since the beginning of 2015, Accounting - 2020_1 to 2023_5 njobs on
Accounting - 2020_1 to 2023_5 normcpu for . . JINR Tier1 for VO and t
EM1S TIERL and Quartor a full-scale WLCG Tier1 site SR A ENC R E T
. 100%
for the CMS experiment has 90% |
700000000 80%

600000000 been operating at MLIT JINR. 70%
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. . 0% 5
‘ P 6000 e oo« expandingthecomputing T Since 2021, the
& &" &“" ¥ & S '9& g 5»'0'\?'@'@ S '\L” Al JINR Tierl
9& ' 4\'v 0\’” Sy T 1 9& & performance and data S 9&9«\'” A A Q\w&\w >
FELFFT TSI storage systems of this center SO P P IIES center has
:::E:::;s:ﬂs :ED::II::- IT-INFN-CNAF |S d|ctated by the research B bmn.nica.jinr BMcms B mpd.nica.jinr spd.nica.jinr dtenb]lonstratetd
rogram of the CMS . ey Slabie operation
Accounting - 2020 _1 to 2023_5 normcpu for prog . . . ACCOU"“"E'ZOZQ_HO 2023_5 njobs at” ! t | f
CMS TIERL experiment, in which JINR JINR Tier1 for VO o not only 10r
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8,92% 68%

also for the
NICA
experiments.

US-FNAL-CMS within the RDMS CMS

27,34% .
mpd.nica.jinr

collaboration. 22,23%

FR-CCIN2P3
9,06%

JINR Tier1 is regularly ranked

IT-INFN-CNAF .
10,62% on top among world Tierl
sites that process data from
EKIT RU-JINRTL the CMS experiment at the
14 39% 25,31%

LHC.



JINR Tier2 in WLCG & RDIG
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"Govorun" supercomputer modernization in 2022 - 2023

+ 40 NVIDIA A100 GPU accelerators
Performance: + 600 Tflops DP

+32 hyperconverged compute nodes
+2 432 new computational cores
Performance: +239 Tflops DP

“New cores”/”old cores” performance
increase by more than 1.5 times

+8 distributed storage nodes

— Lustre, EOS increase: +8 PB

+ + DAOS increase: +1.6 PB

+0.4 PB for MPD mass production
storages integrated into the DIRAC
File Catalog

+1 PB for the MPD EOS storage

Computation field:  Hierarchical Storage:
+32 hyperconverged +8 distributed
compute nodes storage nodes

“Govorun” SC total peak performance: 1.7 PFlops DP
Total capacity of Hierarchical Storage: 8.6 PB

il 5 servers with 8 NVidia Data 1O rate: 300 Gb/s
@] A100 GPUs in each




“Govorun” Supercomputer for JINR tasks in 2022

Projects that mostly intensively use the CPU resources of the “Govorun” Selected statistics of the most 6600517
supercomputer: resource intensive projects
» NICA megaproject,

» simulation of complex physical systems,

» computations of the properties of atoms of superheavy elements,
» calculations of lattice quantum chromodynamics.

4168 672
3814 457

CPU corehours

The GPU component is actively used for solving applied tasks by the e e i e

Theme 1135 Project MoSHE Theme 1119

neural network approach:
» processing of data from experiments at LRB,
» data processing and analysis at the NICA accelerator complex, etc.
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During 2022, 890 911 jobs were performed on the
CPU component of the “Govorun” supercomputer,
which corresponds to 18 543 076 core hours.

6%

5% The resources of the
iR “Govorun”  spercomputer
are used by scientific
W groups from all the
Laboratories of the Institute
within 25 themes of the
Information system for Neural network for mur - JINR Topical Plan.

21%
radiation biology tasks data analysis 25%

? Member States BLTP
Russian

institutes

LRB
4%




Cloud Infrastructure

» Computational resources for neutrino experiments: The Baikal-GVD, NOVA and JUNO experiments are the

» VMs for JINR users major users of the cloud infrastructure.

» Testbeds for research and development in IT CPU, core - kh RAM, PiB - b

» COMPASS production system services ‘ = VNG Usage of cloud

» Data management system of the UNECE ICP Vegetation oo computing by

» Service for data visualization, Gitlab and some others o experiments and
= VBLHEP JINR subdivisions

DIRAC-based distributed information and computing environment = BLTP in 2022

(DICE) that integrates the JINR Member State organizations’ clouds

ploQeay JINR (Russia):
integrated

Most of the jobs in the JINR DICE in 2022 were
performed on the neutrino computing platform
(DIRAC.JINR-CONDOR.ru).

Distribution of the number of jobs completed in the JINR DICE by participants

PRUE (Russia):
integrated

INP (Belarus):
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s 5« Estonia
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Lithuania X
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United

Kingdom
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uigaria): a0 Sey | Uzbekistan
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Y T R
INP (Uzbekistan):
integrated

Morocco

NOSU(Russia):
integrated

New Deltw

The main consumer of the JINR DICE resources in 2022
IP (Azerbaijan): s was the Baikal-GVD experiment (96%).
integrated

IIAP (Armenia): o> ey
work in progress India 9

Libya

ASRT (Egypt):
integrated

Murmbai
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Development of the NICA Information and Computer Complex

The Seven-Year Plan provides for the creation of a long-term data storage center on the MICC resources
at MLIT (Tier0). The process of modeling, processing and analyzing experimental data obtained from the
BM@N, MPD and SPD detectors will be implemented in a distributed computing environment based on
the MICC and the computing centers of VBLHEP and collaboration member countries.

The information and computer unit of the NICA complex
embraces:

1. online NICA cluster,

2. offline NICA cluster at VBLHEP,

3. all MICC components (Tier0, Tierl, Tier2, “Govorun”
supercomputer, cloud computing),

4. multi-layer data storage system,

5. distributed computing network.

Collaboration - s
ers y @) ™ =
y v —
A - Wz |
) -
= ions
| Simulation
4 of nuclear
a y reactions
Y

Event

reconstruction

— i Physics
/s i analysis

NICA 2024 2025 2026 2027 2028 2029 2030
Tier 0,1,2

CPU (PFlops) 2.2 2.6 8.6 8.6 15.6 15.6 15.6
DISK (PB) 17 24 47 75 96 119 142
TAPE (PB) 45 88 170 226 352 444 536

NETWORK (Gbps) 400 400 800 800 800 1000 1000

It should be underlined that the resources given in the table can
be approximately satisfied by 20-25% of the budget allocated for
the MICC.



4 MICC basic facility

ODIRAC

THE INTERWARE

dCoche -

~

~
Lustre
Ultra-fast storage )
Polytech
The computlng cluster of the Institute of
POLYTECH
Mathematics and Digital Technologies of
the Mongolian Academy of Sciences NIKS &% )

(IMDT MAS) and NIKS (National
Research Computer Network, Russia's
largest research and  education
network) were integrated into the
heterogeneous distributed environment
based on the DIRAC platform.

Usage of the DIRAC platform by experiments in 2019-2022

MPD
69%

The major user of the
distributed platform is
the MPD experiment.

MPD

m SPD

MHS06 days

W Baikal-
GVD

= BM@N

Total number of executed jobs

Normalized CPU time

175
150
125

PB

Sep 2021 Mar 2022 Sep 2022 Mar 2023

ep ar
Max: 14.8, Min: 0.00, Average: 5.00, Current: 14.8

Data processed by experiments

I EOS MPD
I EOS BM@N
I EOS SPD

EOS Baikal-GVD

Mar 2020 Sep 2020

ar ep far en
Max: 1.70, Min: 0.00, Average: 0.47, Current: 1.70

Summary statistics of using the DIRAC platform for MPD tasks in 2019-2022
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MICC Monitoring @Accounting

The successful functioning of the computing complex is
ensured by the system that monitors all MICC components.
We must

» expand the monitoring system by integrating local
monitoring systems for power supply systems into it
(diesel generators, power distribution units, transformers
and uninterruptible power supplies);

» organize the monitoring of the cooling system (cooling
towers, pumps, hot and cold water circuits, heat
exchangers, chillers);

» create an engineering infrastructure control center
(special information panels for visualizing all statuses of

—
"

GoogleEarth

the MICC engineering infrastructure in a single access
Sum HS08_cpuclock hours for cms_meore (custom VO) from 2023-03-16 to 2023-06-13 g pOInt),
525826093.98 | || ... ..|I M > account each user job on each MICC component.
56524976 It is required to develop intelligent systems that will enable

RU-JINR-T2 Sum CPU HS06_cpuclock hours from .. RU-JINR-T2 jobs from 2023-03-16 to 202..

to detect anomalies in time series on the basis of training
samples, which will result in the need to create a special
analytical system within the monitoring system to automate

*** 3 monitoring servers % About 16000 service checks the process. 14
+* About 1800 nodes

Py



Estimation of the Resources of the MICC Components

2024 2025 2026
HybriLLIT heterogeneous platform. “Govorun” supercomputer.

Total number of CPU cores 11000 11000 | 11000
Total number of GPU accelerators 40 64 64
Total volume of the hierarchical data 8 8 14
processing and storage system, PB

Tierl grid site

Tierl performance HEPS06 350000 400000 500000
Total number of CPU cores 22000 23000 30000
Total data storage capacity, TB 14500 | 16000 | 18000
Tier2 grid site

Tier2 performance HEPS061 187000 204000 221000
Total number of CPU cores 11000 12000 | 13000
Data storage system

Total volume of the Data Lake on EOS, PB 27 35 38
Total robotic tape storage capacity, PB 70 90 130
Cloud computing

Total number of CPU cores 2072 3072 4072
SSD-based ceph storage capacity, TB 868 968 1068

Prices for equipment in 2022-2023 are taken into account.

2027

14000
64
14

550000
32000
20000

238000
14000

53
130

5072
1168

2028

14000
64
20

650000
38000
22000

306000
18000

58
170

6072
1268

2029

14000
88
20

750000
45000
23000

408000
24000

71
170

7072
1368

2030

17000
88
20

850000
50000
25000

510000
30000

83
190

8072
1468

15
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ncrease in the computing resources
of Tierl up to 50 000 cores

Increase in computing resources of
Tier2 up to 30 000 cores

Expansion of the storage system of
Tierl on disks up to 25 PB
Expansion of the MICC storage
system on EOS up to 83 PB

Increase in Cloud total resourses up
to 8720 cores, SSD-based ceph
storage on 1.4 PB

Increase in computing resources of
“Govorun” up to 17 000 CPU cores,
number of GPU up to 88, volume of
the hierarchical data processing and

\storage system, up to 20 PB /




MICC Server Halls

Present (1000 kW) Planning for the future — new server hall for the MICC (600 kW)
69 racks for servers containment area for robotic tape libraries
4 racks for the “Govorun” SC 130 racks for servers
10 racks for network equipment
4 racks for administrative services
2 robotic tape libraries _ -

Network equipment module

Tier 1 (29.33 m?) (35 kW per rack or 560 kW max on Module) H [:H]
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Power & Cooling

2024 2025 | 2026 2027 (2028 (2029 (2030

Power consumption, kVA el 000 00 400 600 300 000

Cooling, kW 400 00 2000 00 600 300 000




Networking

Main goals:
» support for state-of-the-art networking
technologies
— e = , » software-defined networks (SDN)
. e ) oy £ > > content delivery networks (CDN)
;; ol P O i > named data networks (NDN)
| s S ] » technologies for building distributed data
centers - Data Center Interconnect (DCI).

[ e e

Cluster 400 400 800 800 800 800
Backbone,
Gbps

Campus 200 200 200 200 400 400 400

Backbone,
Gbps

19



Activity: Digital Ecosystem (Digital JINR)

The digital platform “JINR Digital EcoSystem” integrates existing and future services
to support
scientific,
administrative and social activities,

maintenance of the engineering and IT infrastructures
to provide

reliable and secure access to various types of data
to enable

a comprehensive analysis of information
using
modern Big Data technologies and artificial intelligence.

Digital Digital IT specialists
technologies infrastructures and users

/

JINRGES,
Digital Eco System

SSO- login

¢
Gl
Single access point to all
services
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Digital Ecosystem

e = - . ; : - ’.6’ JINRP
This is a complex digital environment that combines a large number of information services and (48] P
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V//) PIN M Administrative services
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v’ Responsive interface, customizable by the user

» Mail box's
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v' Easy access, convenient navigation and search
for information on a large-scale network of a [ 9 v b

General information about your SSO login. Rules of Your mailboxes, their quotas, the ability to change Your VPN accounts, ELibs, Eduroam. Password

wide variety of JINR services

Other Accounts

) Network Elements ‘= Mail List's

List of network elements (IP, MAC addresses) Enabling/disabling subscription to email newsletters




Activity: Multi-purpose Hardware and Software Platform for

Big Data Analytics

JINR Big Data Analytical Platform

Presentation of results, hypothesis testing, forecasting, visualization

Business Intelligence. : N
Visualization. S.E;ICh fOtT me;? 1gg1ful Ej/ Predictive and prescriptive
Services. information. Models. analytics
Reports Hypotheses PREDICTION

Analysis
Data Modeling (autoencoders,
convolutional networks,
generative adversarial networks)

-‘

?"‘..‘-@“}. Semantic models. Graphs.
RN Complex networks
h‘

Machine learning,.
Clustering.
Classification

Statistical analysis.
Time series Analysis.
'''''''''' Hypothesis testing

MMMMMMMM

Data collection, data processing (stream and batch) and data storage

Problem-oriented

o o

A: Primary data oo Data %&

4 Data collection processing. ol Transformation Data Storage

lllll ARG Filtration e on | and Compression
Infrastructure
Distributed 8 Data collection % Software-defined
Databases 299 Cloud resources
Storage @ system networks

Data sources

External data sources . Thi Physical
Grid (API, Web, Databases, Social Uridrins Ledemern L innn: Detectors and Data Lake
(Smart meters, Tags, GPS, Cameras ) 5
Networks devices

software

Goal: creation of a multi-purpose hardware and
software platform for Big Data analytics based on
hybrid hardware accelerators (GPU, FPGA,
guantum systems); machine learning algorithms;
tools for analytics, reports and visualization;
support of user interfaces and tasks.

One of the tasks that is planned to be solved on
the platform is the development of a unified
analytical system for managing the MICC
resources and data flows to enhance the
efficiency of using computing and storage
resources and simplify data processing within
new experiments.



Total Estimated Cost of the MICC

(including the operation cost)

International Service costs
cooperation (planned in case of
2,11% direct affiliation)

Software purchasing e

1,65%

Materials
3,29%

Design/construction
10,48%

Equipment, Third-
party company
services
80,34%

A\

Expenditure per year

Items of expenditure

Cost (thousands of US dollars)
2024 2025 2026 2027 2028

2029 2030

International cooperation 1120.0 160.0 160.0 160.0 160.0 160.0 160.0 160.0
Materials 1750.0 250.0 250.0 250.0 250.0 250.0 250.0 250.0

Equipment, Third-party 42683.0 5607.0 5675.0 5908.5 5575.0 6547.5 6185.0 7185.0
company services
Commissioning 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

R&D contracts with other 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
research organizations
Software purchasing 875.0 110.0 115.0 120.0 125.0 130.0 135.0 140.0

7. Design/construction 5568.1 646.6 760.1 658.6 1169.9 379.8 929.1 1024.0

Service costs (planned in caseof  1132.1 150.0 153.7 157.6 161.5 165.6 169.7 174.0
direct affiliation)

53128.2 6923.6 7113.8 7254.7 7441.4 76329 7828.8 8933.0

It should be pointed out that the increase in the number of computing cores,
the number of GPU accelerators and the enlargement of the volume of the
hierarchical data processing and storage system above the plan will be
defined by the needs of users, including the needs of the NICA megaproject,
and carried out by attracting financing from the budgets of the experiments,
joint grants and other sources.
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v Unpredictability of availability and prices of advanced equipment from
leading manufacturers of computing architectures, low-latency
network equipment and high-performance data storage elements.

v’ Rapid obsolescence of the computer and network equipment.

v Virus and hacker attacks from outside and inside due to user
carelessness.

v’ Depreciation and moral obsolescence of the engineering equipment,

the modernization of which is delayed due to the excessive
bureaucratization of the decision-making procedure.

25



[0
01010
g
10
01410
p1 ]

We ask the PAC to give a recommendation to transform the

theme 05-6-1118-2014/2023 "Information and Computing Infrastructure of JINR"

into a
large research infrastructure project
"Multifunctional Information and Computing Complex (MICC)"

for the period up to the end of 2030.

Thank you for your attention!
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