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Grids, clouds, supercomputers, Big data

Grids
* Collaborative environment
* Distributed resources

Supercomputers

Tianhe-2

super computer

Titan System (Cray XK7)

5 24.5PF| 2.6 PF
18,688 compute GPU

nodes

Performance

System memory 710 TB total memory

Gemini High Speed

Interconnect 3D Torus

Interconnect
Storage Lustre Filesystem 32PB
High-Performance
Archive Storage System 29 PB
(HPSS)
I/O Nodes 512 Service and I/O nodes

2 OLCF|20

Big Data

*Volume

Enterprise

*Velocity g .

Application
b Developers

iA Public Data Social Media
L9, KOTOPAS

Value Visibility to End Users.
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'pna - aTOo cpeacTBO AN COBMECTHOro ucrnonb3oBaH
BbIYUCNINTENbHbIX MOLLHOCTEN N XPaHUMMULL, AaHHbIX
nocpeacTBOM MHTEpPHeTa
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Ha TopxkectBe no nosoay nonydyeHnsa Hobenesckoi
npemuu 3a OTKpbiTUe 6030Ha Xurrca gMpeKkTop

LLEPHa Poab¢ Xoiep npamo Hazsan FPUA-
TEXHO/10r'Mn o gHUM U3 TPEX CTO/INOB

ycnexa (Hapaay c yckoputesnem LHC n
$U3MYECKMMU YCTAHOBKAMM).

Be3 opraHusayuu rpug-MHGPaCTPYKTypbl Ha
LHC 6b1/10 6b1 HEBO3MOXHO 06pabaTbiBaThb U
XPaHUTb KO/10CCa/IbHbIM 06 beM gaHHbIX,
NOCTYNaKLWMX C KO/A/1aiaepa, a 3HaA4YMUT,
COBEpLUATb Hay4Hble€ OTKPbITUA.

Ce200HA yme HU OOUH KPynHbIU Npoekm He
ocywecmsum 6e3 ucno/16308dHuUsA
pacnpede/sieHHOU UHPpacmpyKkmypbl 0412
06pabomku OdHHbIX.
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Large Hadron Collider

The Large Hadron Collider (LHC one of the Iargest and truIy global
SC|ent|f|c projects ever, is the most exciting turning point in
partlcle physucs

Hadron
| | Collider

o5 (A Large Ion
Colllder e

_)Experlment)




Data Collection and Archiving at CERN

450,0
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100,0 — =

] R RO - W 50,0

- 0,0

U e T 4.6 GB/sec

TN 2GB/sec

Run 1 Run 2 Run 3 Run 4

Grids to Clouds 6




Tier Structure of GRID Distributed Tier-0 (CERN):
Computing; * accepts data from the CMS

. . . Online Data Acquisition
Tier-0/Tier-1/Tier-2 100 T Sys?em
» archives RAW data
e the first pass of
reconstruction and
Tier-2 Centres performs Prompt

(>100) Calibration
 data distribution to Tier-1

Tier-1 Centres

W T, N - Ll 1 a2

o i g

- - - - 10 Ghits finks R Tier-1 (11 centers):
mEDEHI.:.. i Gridka . .
: = ilg;"'“"-" “ ; * receives a data from the
o — |H e r )
Lot ii’ T RAL | =4 Tier-0

* data processing (re-

SARA-NIKHEF reconstruction, skimming ,
calibration etc)

- | * distributes data and MC to
ip,’ A s / | the other Tier-1 and Tier-2
Conara e o L * secure storage and

: redistribution for data and

MC

Tier-2 (>200 centers):

* simulation
* user physics analysis



The Worldwide LHC Computing Grid (WLCG)
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Russian Data Intensive Grid infrastructure (RDIG)

The Russian consortium RDIG (Russian Data Intensive Grid), was set
up in September 2003 as a national federation in the EGEE project.
A protocol between CERN, Russia and JINR on participation in

the LCG project was signed in 2003.

MoU on participation in the WLCG project was signed in 2007.
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RDIG Resource Centres:
—ITEP

— JINR-LCG2 (Dubna)
— RRC-KI

— RU-Moscow-KIAM

— RU-Phys-SPbSU

— RU-Protvino-IHEP

— RU-SPbSU

— Ru-Troitsk-INR

— ru-IMPB-LCG2

— ru-Moscow-FIAN
—ru-Moscow-MEPHI

— ru-PNPI-LCG2 (Gatchina)
— ru-Moscow-SINP

- Kharkov-KIPT (UA)

- BY-NCPHEP (Minsk)
- UA-KNU

-- UA-BITP
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IBONOLUNA MOAE/IN KOMMBIOTUHTA

* PaclwumpeHne KOMNbIOTEPHbIX PECYPCOB 33 CYET UCMNOb30BAHUA
BHELWHMX HeBblaeneHHbix pecypcos (HLT, Clouds, HPC...)

* l3ameHeHNA moaenn KOMNbITUHIA B KaXXO0M IKCNnepmmeHTe, C
ueibto onTuMmmn3aumm UCnosib3oBaHNA PECYPCOB

* 3Ha4UTe/IbHble YCUNNA BKNaAbIBAOTCA B Pa3BuUTHeE
nporpammHoro obecneyeHma, YTobbl yayywnTb 06 WYtO
NPOMN3BOAUTENIbHOCTb NPU NCMOZ1Ib30BaHNU COBPEMEHHbIX
apxXuTeKkTyp (MHoroagepHocTb, GPU...)

* OnTMMM3aUMmM npoLeccoB 06paboTKM, KONNYECTBO XPAHALLMXCA
PENINK AAHHbIX M Ap.



Nnatdopma DIRAC %

* DIRAC has all the necessary components to build ad-hoc grid
infrastructures interconnecting computing resources of
different types, allowing interoperability and simplifying
interfaces.

* This allows to speak about the DIRAC interware.

11/98




*PanDa B akcnepmumeHTe ATLAS

B akcnepumeHTe ATLAS Ha Bonbwom agpoHHOM Konnanaepe paspabotaHa naatdpopma ansa ynpaBaeHus
BbluMcamTenbHbiMM pecypcamm PanDA Workload Management System (WMS), koTopasa obnagaert cneayrowmmm
BO3MOXHOCTAMM:

e [lpoekT PanDA Hauanca B 2005 roay rpynnamu BNL n UTA - Production and Data Analysis system.

e ABTOMATM3MPOBAHHAA U TMBKaA cucTema ynpaBaeHUaA 3a4aHUAMM, KOTOPAs MOXKET ONTUMA/IbHO CAeNaTb
pacnpeaenieHHble pecypcbl AOCTYMHbIMM MO/Ib30BATENIO.

e C nomouwpto PanDA, p13MKK BUAAT e4ANHbIN BbIMUCINTENBHDBIN PECYypC, KOTOPbIM NpeaHa3HayeH ans

06paboTKM AaHHbIX SKCMEPUMEHTA, AaXKe eCn AaTa-LUeHTpbl pa3bpocaHbl MO BCEMY MUPY

* PanDa nsonupyet pM3nKoB OT annapaTHoOro obecrneyeHnsn, CACTEMHOIO U MPOMEKYTOYHOTO NPOrPaMMHOTO
obecneyvyeHua n Apyrnx TEXHONOIMYECKMUX CIOXKHOCTEN, CBA3AHHbIX C KOHOUTYPUPOBAHMEM CETU U
obopyaoBaHuA.

* BbluncanTenbHbie 3a4a4M aBTOMATUYECKU OTCNEXKUBAKOTCA U BbINOJIHAKOTCA. MOryT BbINOJIHATLCA TPYNMNOBbIE
33434 GU3NKoB

B HacTtoAwee BpemAa PanDa KoHTponupyer:
COTHM paTa - ueHTpoB B 50 ctpaHax mupa
COTHU TbICAY BbIYUCAUTENbHbIX Y3/10B
COTHM MUJIJIMOHOB 3a4,aHUN B rog,
TbICAYM NONb30BaTeNen

YV VYV



Dynamic Job Definition in PanDA

» Workload partitioning for traditional and
opportunistic resources

JEDI/PanDA server Job | HPC I
3 Task |
T / Filling available

' nhodes and time slots
/ quickly
Job
; l | Job Job ‘ Volunteer l
Grid H computing
— Commercial
Optimization for Clotids Event level partitioning to
each grid site minimize losses due to early

Economical usage on terminations
Amazon EC2 spot market

13/98



CRIC: a unified topology system for a large scale, heterogeneous and

dynamic computing infrastructure

HW/SW Resources High-level Information Experiment Applications
Configuration layer middleware level Frameworks, services layer

‘$RUCIO

SCI ENTIFIC DATA MANAGEMENT

&2} “DINAC

EXPERIMENT

Open Science

79@

PanDA
,‘/5 MNORDI \\‘ GlideinWMS CMS
—‘;sam (e'd Pilots

\I

Jt

{1/
onfigur \‘ ez Phedey
ation - Data Management System
_ (latabasej - Central WebUI portal - Workload management
- - REST API services for data systems
- Low-level configuration systems export and modification - Monitoring tools
- Data providers - Automatic data collectors - SW installation services

- Service discovery components - Data validation - Testing frameworks



ATLAS computing

Amazon EC2

~ 2 g
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The Worldwide LHC Computing Grid

WLCG: an International collaboration to distribute and analyse LHC data. Integrates computer centres worldwide that
provide computing and storage resource into a single infrastructure accessible by all LHC physicists

Tier-2 sites
(about 160)

s
& _
& €
‘€

r‘&- ) ‘ - ‘
f';g- F}é’

The mission of the WLCG project is to provide global computing
resources to store, distribute and analyze the ~250-300 Petabytes of data
expected every year of operations from the Large Hadron Collider.

WLCG computing enabled physicists to announce the
discovery of the Higgs Boson.

180 sites
42 countries
> 12k physicists
~1.6 M CPU cores
~2 EB of storage (1 EB - CERN)
> 3 million jobs/day
100-400 Gb/s links

Tier0 (CERN): Tierl:

data recording, = permanent

reconstruction storage,

and distribution re-processing,
analysis

Tier2:
Simulation,
end-user
analysis

Worldwide LHC Computing Grid - 2023



CeTb RDIG-M ana meracaneHc npoeKkToBs

Amsterdam, NIKHEF
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Tierl —Tier2 in Russia 2023 (Sum CPU in HS23 hours)

* JINR-T1 1,906,119,856 59.33%
* RRC-KI-T1 686,785,972 21.38%
* JINR-LCG2 560,810,281 17.46%

* RU-Protvino-IHEP 40,125,942 1.25%

* ru-PNPI 13,372,211 0.42%

* Ru-Troitsk-INR-LCG2 4,891,806 0.15%

* RU-SARFTI 311,101 0.01%

* RU-SPbSU 205,437 0.01%



International Large-scale projects

Russian research institutes and universities actively participate in international
y FAIR large-scale projects:
7 A\ " e |HC, CERN (experiments: ATLAS, ALICE, LHCb, CMS)
f—r * XFEL, DESY (European free electron laser)
XFEL ESRF  ESRF, France (European synchrotron center)
* FAIR, GSI, Germany (CBM, PANDA experiments)
* |ITER, France ...
International large-scale projects are being prepared in Russia:

= NICA, JINR, Dubna (proton and heavy ion collider)

= PIK, PNPI, Gatchina (high-flow reactor complex)
=  SKIF, INP SB RAS Novosibirsk (Siberian ring photon source) I'

“.y CUBHPCKUA KO/ABLEBOW
MCTOYHMK ®OTOHOB

MHcTUTYT agepHoil dU3MKK

" CMHXPOTPOHHO-HEMTPOHHAA NPOrpamMmma, HayKu O XKM3HU L\ s ol i s el

= Super S-Tau Fabric, Sarov (electron-positron collider)

= HeulTtpuHHaa nporpamma (bavikan, JUNO, NOVA, DUNE ...)



From RDIG to RDIG-M

VMM PAH |- .. ~ The Russian consortium RDIG (Russian Data Intensive GRID)
numwmvlz::g Ny cqeralot was set up in September 2003 as a national federation in the
3 70 ' EGEE project.
OHART"" g om“ -""E 1 Pro]ec
MDA : in ym“;mm Hosly
R, (SR oroe-s . A protocol between CERN, Russia and JINR on
| dipormmy {Myueio , participation in the LCG project was signed in 2003. MoU
-\ | - g on participation in the WLCG project was signed in 2007.
NeB3 '
Consortium RDIG-M - Russian Data Intensive GRID
for Megascience projects

Y Mega-
science

projects
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HPC+Big Data+Artificial intelligence

o @
g 8 3
Sea ice concentration (%)
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Sea surface temperature (°C) 0
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Array radio
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4 Survey Telescope >
2= data (estimatic — 10 Pb/Year
- International radiotelescope . (estimation)
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Implementation of the JINR Development Program

NICA complex

Nuclotron

"\

-

i SN Life science _ DRIBS- "
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Govorun
1.7 Pf

DATA STORAGE 75 (+50) PB
NETWORK 3x100 Gbps

POWER@COOLING 800 kVA@1400 kW

4 advanced software and hardware components

» Tierl grid site

» Tier2 grid site

» hyperconverged “Govorun” supercomputer
» cloud infrastructure

Distributed multi-layer data storage system

» Disks

» Robotized tape library
Engineering infrastructure

> Power

» Cooling
Network

> Wide Area Networkr
> Local Area Network

The main objective of the project is to ensure multifunctionality, scalability, high performance, reliability and
availability in 24x7x365 mode for different user groups that carry out scientific studies within the JINR Topical Plan



25000

15000

5000

Networking @ Traffic

Distribution of the incoming and outgoing traffics by the JINR MICC in 2020-2023 (TB)
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» Limited data and short-term storage — to store OS itself, temporary user files

» AFS distributed global system — to store user home directories and software

» dCache is traditional for MICC grid sites — to large amounts of data (mainly LHC
experiments) for middle-term period

» EOS is extended to all MICC resources — to store large amounts of data for middle-
term period. At present, EOS is used for storage by BM@N, MPD, SPD, BaikalGVD, etc.

» Tape robotic systems — to store large amounts of data for long-term period. At present

Data
/acquisition\
w - _ )
Data ¥
processing
velocity //————————

for CMS. BM@N, MPD, SPD, JUNO — in progress.

Special hierarchical data processing and storage
system with a software-defined architecture was
developed and implemented on the “Govorun”
supercomputer.
According to the speed of accessing data there are
next layers:

v' very hot data (DAOS (Distributed
Asynchronous Object Storage)) ,
the most demanded data (fastest access),
hot data
warm data (LUSTRE).

ANEANERN

25



JINR Tierl for CMS (LHC) and NICA

Since the beginning of 2015, a full-scale WLCG Tier1 site for Distribution by CPU Work (HS23 hours)
the CMS experiment has been operating at MLIT JINR. among CMS Tier1 worldwide
The importance of developing, modernizing and expanding Lot
the computing performance and data storage systems of this i jgsl-';:yc
center is dictated by the research program of the CMS A y = .
experiment, in which JINR physicists take an active part ' :
within the RDMS CMS collaboration. et CiaE
. , _ UK-T1-RAL 10,75%
The JINR Tier1 is regularly ranked on top among world Tier1 9,41% :
sites that process data from the CMS experiment at the LHC. St
Since 2021 the JINR Tier1 center has demonstrated stable
work not only for CMS (LHC), but also for NICA experiments. Distribution by the number of jobs
completed on Tierl by CMS, BM@N,
2E409 MPD and SPD
v LBEH09 e US-FNAL-CMS 160000
E 1,6E+09 140000 ™ bmn.nicajinr u cms = mpd.nica.jinr « spd.nica.jinr
° 20064 Cores a 1,4E409 = IT-INFN-CNAE, b
E. 12E409 — ___ UkT7RAL 100000
* 360 kHS06 5 1E409 — =—eES-BiC
. § 800000000 - ===FRfCCIN2P3 g
 12.5 PB disks 5 60000
p 600000000 b
* 50.6 (+50) PB tapes 2 400000000 il
* 100% reliability and B :
ava||ab|||ty 2006 2017 2018 2019 2020 2021 2022 Aug 21‘;2“}3 2&’: :::: 23: ;‘}’:3 z,%i? '*’J‘sz i‘:}:




Tier2 at JINR

Accounting - 2020_1 to 2023_5 normcpu on JINR Tier2 for VO

. ale Tier2 at JINR provides o
IS 16,86% .
)| computing power and data 95%
v storage and access systems -
for the majority of JINR
85%
m JINR-LCG2 = RU-Protvino-IHEP
users and user groups, as =4 il

well as for users of virtual " 8 il o2 il

organizations (VOs) of the 75%
. . 2023JAN 2023 FEB 2023 MAR 2023 APR 2023 MAY 2023JUN 2023JUL 2023 AUG
grid environment (LHC,

NICA, FAIR, etc.).

| bmn.nica.jinr
0,13%
atlas

30,91%

Accounting - 2020_1 to 2023_5 normcpu for RDIG Tier2 and Quarter

The JINR Tier2 output is ggﬁ s
the highest (89.3%) in the 70 e
Russian Data Intensive 50% = Ru-Troitsk-INR-LCG2

Grid (RDIG) Federation. :ﬁj

= RU-SPbSU
RU-SARFTI
= RU-Protvino-IHEP

PHF OV P PP PP PPN S PUINRLEG
S S ¥ PP D PP mmee
&h\mﬂ\'\'u\m&u\mq\q’g\m&&«\mg\m&&
0P o o o WS AT B WY ST S 38 4N 0,0
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Cloud Infrastructure

PRUE (Russia):
integrated

DIRAC-based distributed information and computing i R i e
environment (DICE) that integrates the JINR Member T A

State organizations’ clouds integrated

Latvia Pscon

GTU (Georgia):
work in progress

: @
land Poland Belarus
SU (Bulgaria):
integrated 22
. " ok INP (Kazakhstan):
Moldava integrated
France orl = gr—arv
Romania |‘ -
\~5
: Black Sea (5]
INRNE (Bulgaria): s G Kyrgyzstan
tu integrated stanbud o —_
Turkey Turkmenistan ;;l;i-;‘rﬁ;;_:""‘\h; B
" INP (Uzbekistan);
integrated

o NOSU(Russia);
integrated

in
IP (Azerbaijan):

it
=22 integrated

ASRT (Egypt):
integrated

IIAP (Armenia):
work in progress

- Computational resources for neutrino experiments

* Cloud Platform - OpenNebula — Testbeds for research and developmentin IT
* Virtualization - KVM - COMPASS production system services
* Storage (Local disks, Ceph) ~ Data management system of the UNECE ICP
» Total Resources Vegetation

~ 5,152 CPU cores; 80 TB RAM; ~ Scientific and engineering computing

3.5 PB of raw ceph-based storage - Service for data visualization
- VMs for JINR users



“Govorun” Supercomputer

Russian
institutes

Member States
6%

19%

LRB
4%

25%

= il

| = Eufdpean Journal
of Medical Physics
REVIEWB s

IETTEDC

* Hyper-converged software-defined system Key projects that use the resources of the SC “Govorun”:
 Hierarchical data processing and storage system > NICA megaproject,
« Scalable solution Storage-on-demand » calculations of lattice quantum
» Total peak performance: 1.7 PFlops DP chromodynamics,
« GPU component based on NVIDIA Tesla V100&A100 | » computations of the properties of atoms
« CPU component based on RSC “Tornado” liquid of superheavy elements,
cooling solutions N | | > studies in the field of radiation biology,
* The most energy-efficient center in Russia > calculations of the radiation safety of
(PUE = 1.06) , o
JINR’s facilities.
 Storage performance >300 GB/s
S‘i?;f;ics
Data
' a_cc_wisifiqn, /
T "_REoT:
_~ Data sica I
iprocessmg ::ZIyﬂsl : » _—
- ___N__ e | o o
,Jz:::iw e -

GPU-accelerator Hyperconverged CPU and Distributed Storage Nodes %

o

“ >250user papers (two in Nature Physics)



NICA Computing Concept & Challenges

NICA
off-line clusters

Lattice QCD calculations

_—
-

Simulation of nuclear
reactions

& Event reconstruction

R [(0-5%(60-80%]]
B

L

st Bl paa bl
2 3 Ap,[GseW:)S 7 8 9 10

Physics analysis

~ LHEP B
off-line cluster b



The Seven-Year Plan provides for the creation of a long-term data storage center on the MICC resources
at MILIT (Tier0Q). The process of modeling, processing and analyzing experimental data obtained from the
BM@N, MPD and SPD detectors will be implemented in a distributed computing environment based on
the MICC and the computing centers of VBLHEP and collaboration member countries.

The information and computer unit of the NICA complex R
embraces: o
1. online NICA cluster,;

2. offline NICA cluster at VBLHEP,

3. all MICC components (TierO, Tierl, Tier2, “Govorun”
supercomputer, cloud computing);

4. multi-layer data storage system

5. distributed computing network
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NICA 2024 2025 2026 2027 2028 2029 2030
Tier 0,1,2

CPU (PFlops) 22 26 86 86 156 156 156
DISK (PB) 17 24 47 75 9 119 142
TAPE (PB) 45 88 170 226 352 444 536

NETWORK (Gbps) 400 400 800 800 800 1000 1000
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Use of DIRAC platform by experiments in 2019-2022
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A heterogeneous computing
environment (Tier1, Tier2,
SC “Govorun”, cloud, ect.), based on
the DIRAC platform, was created for
processing and storing data of the
experiments conducted at JINR.

The distributed infrastructure is used
by the MPD, Baikal-GVD, BM@N, SPD.
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The major user of the
distributed platform is
the MPD experiment
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Summary statistics of using the DIRAC platform for MPD tasks in 2019-2022
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BM@N Run 8 Data

The 8th BM@N physics run was the first time at JINR when the

entire computing infrastructure, integrated by DIRAC, was used

for the complete reconstruction of raw experimental data. During
the session, there were received about 550 million events, which
were written in 31,306 files with a total size of more than 430 TB.

The reconstruction process was carried out in two stages:

1. Raw — DIGI (99% processed on Tier1 and the NICA cluster,
large files (16 - 250 GB) could only be processed on the
“Govorun” SC)

2. DIGI — DST (Tier1, Tier2, NICA cluster and “Govorun” SC)

Raw — DIGI: High disk and network system load

300 jobs
4 MB/s per job

NICA cluster

Tier1

1,580 jobs
4.1 MB/s per job
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MICC Unified Resource Management System
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The main objectives of the unified
resource management system are:

¢ to provide the ability to process large
amounts of data

¢ to enable the organization of massive
computing tasks

¢ to optimize the efficiency of using
computing and storage resources

¢ to effectively monitor resource
loading

¢ to consolidate resource accounting

¢ to provide a unified interface for
accessing resources



Methods, Algorithms and Software
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JINR Big Data Analytical Platform

* Bringing best of Big Data approaches to JINR practices
* Providing the Big Data infrastructure for users

JINR Big Data Analytical Platform

Presentation of results, hypothesis testing, forecasting, visualization

Business Intelligence. :
Visualization. S.EﬂrCh fo.r mEinsin] Predictive and prescriptive
information. Models.

Services. Iyti
ﬁagt,crii Hypotheses SHE TR

Analysis
[ s ] Statistical analysis. Machine learning. . Data Modeling (autoencoders, E.’é\\ Semantic models. Graphs.

—\ Time series Analysis. Clustering. convolutional networks, -‘..%d. P Complex networks
Classification h.‘

Hypothesis testing generative adversarial networks)

STATISTICS MACHINE LEARNING

Data collection, data processing (stream and batch) and data storage

Data collection processing.
Filtration

Transformation . software

%%: L Problem-oriented
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DATA
TRANSFORMATION

Distributed Data collection 20 Software-defined
Cloud resources
Storage system networks

Data sources

External data sources . Thi Physical
Grid (API, Web, Databases, Social It s SR ot 8s Detectors and Data Lake
(Smart meters,Tags, GPS, Cameras ) :
Networks devices




Development of the system for training and
retraining IT specialists
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systems

= Computing for
MegaScience Projects

= Distributed computing
applications

= Data Management,
Organisation and Access

= HPC

= Virtualization

N E / l’f‘ \'I 9 The International Symposium Nuclear
= Distributed computing C 2 &/ Electronics and Computing
. — =t ot : — . :
& ~ ‘ e il :

The International Conference "Distributed Computing
and Grid Technologles in Saence and Education"

= Detector & Nuclear Electronics = Research Data Infrastructures

" Big d?ta Analy.tlcs and = Triggering, Data Acquisition, Control = Computations with Hybrid Systems (CPU,
Machine lfaarnlng Systems GPU, coprocessors)
* Research infrastructure = Distributed Computing, GRID and Cloud = Computing for Large Scale Facilities (LHC,
Computing FAIR, NICA,
= Machine Learning Algorithms and Big Data  SKA, PIC, XFEL, ELI, etc.)
Analytics new! = Innovative IT Education

Umethods, software and
@‘ 5@ program packages for data
processing and analysis;

MATHEMAT'CAL MODEL'NG AND Omathematical methods and
COMPUTATIONAL PHYSICS tools for modeling complex

physical and technical
systems, computational
biochemistry and
bioinformatics;

Umethods of computer
algebra, quantum computing
and quantum information
processing;

. U machine learning and big
data analytics;

U algorithms for parallel and
hybrid calculations.

MLIT Schools




It SCHOOL

JINR

StUd ents from un ive rsities rDubna State University

Far Eastern Federal University
National Research Nuclear University MEPhI

North Ossetian State University

ABdY after K.L. Khetagurov
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®ELEPAJIbHbIN
YHUBEPCUTET

Plekhanov Russian University of Economics
St. Petersburg University
The Bauman Moscow State Technical University

The National University of Science and Technology
(MISIS)

The Peoples' Friendship University of Russia

Tomsk Polytechnic University
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Tula State University

TYNbCKMH Tver State University

rOCYAAPCTBEHHbIA
YHUBEPCHUTET Vitus Bering Kamchatka State University
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(E SCHOOL JINR School of Information Technology 2023 - -
e 50 students from 11 Russian universities :




Joint Institute for Nuclear Research

o .Méshcheryakuv Lahoratory of Information Technologies Conference Topics: Worl'(s‘hop “Computing for radiobiology and
E o 1. Distributed Computing Systems medicine”
GRID2023 =
% 7= 2. HPC_ . - Workshop “Modern approaches to the
", 3 -7 I 202 3 o mt 3. Distributed Computing and HPC Application modeling of research reactors, creation of the
k 10th | 4. Cloud Technologies “digital twins” of complex systems”
4 nternational Conference 5 C o for Meoales Bio:
* “Distributed Computing and Grid Technologies in - Computing tfor Megascience Lrojects Round table “RDIG-M - Russian distributed

Science and Education” 6. Quantum Informatics and Computing W
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More than 275 participants 7. Big Data, M/D Learning, Artificial projects in Russia”

In person -216 i e - Round table on IT technologies in education
p 30 Plenary reports 8. Student session

Remotely - 60 135 Sessional reports

17 Countries: Azerbaijan, Armenia, Belarus, Bulgaria, the
Czech Republic, Egypt, Germany, Georgia, Iran, Kazakhstan,
Mexico, Moidova, Mongoiia, Serbia, CERN and Uzbekistan.
Russia was represented by participants from 41 universities
and research centers.



