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History

The Laboratory of Computing Techniques and Automation of
the Joint Institute for Nuclear Research in Dubna was founded
in August 1966.

The main directions of the activities at the Laboratory are
connected with the provision of networks, computer and
information resources, as well as mathematical support of a
wide range of research at JINR in high energy physics,
nuclear physics, condensed matter physics, etc.

Computing is an integral part of theory, experiment, | . :
technology development | (17.09.1910 — 24.05.1994) (18.03.1930 — 21.07.1989)

On 25 March 2021 the Committee of Plenipotentiary
Representatives of the Governments of the JINR Member
States decided to name the Laboratory of Information
Technologies after M. G. Meshcheryakov for his
& outstanding contribution to the creation and development
of the network infrastructure and the Information and
g S8 Computing Complex of the Laboratory, the Institute, and
: the Member States.




MLIT today: Scientific IT-ecosystem

% ) -0 @ CynepkoMnbioTep
’ Data Lake (@ uMeHu H.H. Foeopyu

1 Big Data
" < IT specialists’ o ok i JIUT OUAN
| : upskilling Artificial |

intelligence
Robotics

' Computational
' infrastructure N Network

upgrade - Application *The coordinated development of

. ftw . .

Staff- 297 | I esetny e e Quantum interconnected 1T technologies and

' architectures Nl Technologies computational methods
Scientists: 100 . , -~ P
Doctors of Science: 25 Data center o ' [ < Providing the IT services necessary for
Candidates of Science: 62 infrastructure |© goftware _ the fulfillment of the JINR Topical Plan
Campus network 2x100 Ghps ~ g} developmentiy “43322; on Research and International
Multisite network 4x100 Gbps learning Cooperation in an efficient manner.

Telecommunication channel 3x100 Gbps
Grid Tierl and Tier2 for global data processing
JINR Cloud computing

JINR Member States’ Cloud environment
“Govorun” supercomputer

*Building world-class competence in IT
and computational physics.

«24x7 support of the computing infrastructure
and services.



. : RS
Engineering Infrastructure 74

v" Power supply expansion

v" Cooling system for the MICC machine hall

v 100% “hot water” cooling system of the “Govorun”
supercomputer

v" Guaranteed power supply using diesel generators and
uninterruptible power supplies




Networking

I CERN|

2 X 100Gbps

100Gbps
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3 X 100Gbps$ * *

\ ! Moscow 6Gbps
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» JINR-Moscow 3x100 Gbit/s

> JINR-CERN - 100 Gbit/s and JINR-Amsterdam 100 Gbit/s for LHCOPN, LHCONE,
GEANT networks

» Direct channels up to 100 Gbit/s for communication using RU-VRF technology with the
collaboration of RUHEP research centers and with Runnet, ReTN networks

» The multi-site cluster network with a bandwidth 4x100 Gbit/s between VBLHEP and MLIT
JINR Campus JINR MultiSite Cluster

External Network

The JINR LAN comprises:

8768 network elements

17602 IP-addresses

6377 users registered within the
network

4203 *.jinr.ru service users

1419 digital library users

504 remote VPN and EDUROAM
users

network traffic in 2021

» 33.23 PB - input

« 35.86 PB - output

ACI Site LHEP Off-line Adl Site LHEP On-line ACl Site LHEP BM@N



4x100 Gbps

@& NICA off-line cluster

The IT infrastructure is one of JINR’s basic facilities.

The MICC meets the

requirements for a modern

highly performant scientific

computing complex:

« multi-functionality,

 high performance,

 task-adapted data storage
system,

* high reliability and
availability,

 information security,

 scalability,

 customized software
environment for different
user groups,

* high-performance
telecommunications and
modern local network.



The Worldwide LHC Computing Grid

The mission of the WLCG is to provide global computing resources for the storage, distribution and analysis of the data
generated by the LHC. Integrates computer centres worldwide that provide computing and storage resource into a single
infrastructure accessible by all LHC physicists

Tier0 (CERN): o WLCG computing enabled physicists to announce
data recording, 2 (about 160) the discovery of the Higgs Boson on 4 July 2012.
reconstruction sz it
and distribution Tier-1 sites =t 170 sites ~1.4 M CPU cores
Tierl: " 42 countries 1.5 EB of storage
permanent > 12k physicists > 2 million jobs/day
storage, 100-250 Gb/s links
re-processing,
analysis o

d W "JINRYs a part of
Tier2: Worldwi_de LHC
Simulation, a Computing Grid
end-user
analysis




JINR Tierl for CMS

Tierl — Sum CPU Work (HS06 hours) by CMS Tier 1 Node

Year 2022
Y FRACCIN2PS » The Tierl center at JINR has
9% it demonstrated stable work through
S| IT-INFN-CNAF the entire period since its launch
o “. into full operation not only for
rLRAL CMS (LHC), but also for MPD
10% (NICA).
US-ENAL-CMS » The Tierl site for CMS is ranked

22% first among world centers for CMS.

» 30% of all jobs executed at Tierl
JINR are NICA MPD jobs

RU-JINR-T1 jobs from 2022-01-01 to 2022-11-08

Value

« 16096 cores

» 260 kHS06

* 14 PB disk

« 50.6 PB tapes

» 100% reliability and
availability

== cms_mcore 282984
nica 176710
== eff 85188




Tier2 for Experiments and JINR Laboratories

Russia:g%aet:-'nten;ivg_f'*'g(RD;g;; Ls:gl C':'U Work Tier2 for Alice, ATLAS, CMS, LHCb, BES, BIOMED,
(HS08 hours) by Site, Year 2022 {LAC only] COMPASS, MPD, NOVA, STAR, ILC, etc. is recognized the
RU-SPbSU; 1,08% best in the Russian Data Intensive Grid (RDIG) Federation.

ru-PNPI; 2,47% | Ru-Troitsk-INR-LCG2; 0,68%

RU-SARFTI; 2,85%_j> \‘/_ ITEP; 0,42%

RU-Protvino-IHEP; 14,70%

JINR-LCG2; 77,80%

s JINR Tier2: Sum CPU work (HS06 hours) by VO
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Cloud Infrastructure

 Cloud Platform - OpenNebula - VMs for JINR users,

* Virtualization - KVM o S L\; @ uw D - Computational resources for neutrino experiments,
» Storage (Local disks, Ceph) Lﬂj u [§ =X ooy )t [a) - Testbeds for R&Din IT,
vetopmeant | ~owA ® . A - COMPASS production system services,

e Total Resources
- ~5,000 CPU cores

. development
E% testbed 1 CAAErbEm

testbed

— - Data management system of the UNECE ICP
l development @Z’f "’"f”

- 60 TB RAM % | testedN e Vegetation, o |
- 3.1 PB of raw ceph-based BE Ptk - Scientific and engineering computing,
storage ~_ g - Service for data visualization based on Grafana,

jupyterhub head and execute nodes for it,
— Gitlab and its runners, as well as some others.

The NOVA, Baikal-GVD and JUNO experiments are the major users of the cloud infrastructure.

MLIT contribution:
engineering infrastructure
(electricity, UPS, cooling,
network, racks, manpower)

DLNP contribution:
computing and storage
resources
(CPUs/GPUs&disks)




Clouds integration

Norway

JINR (Russia):
integrated

PRUE (Russia):
integrated

Aullc 5.«  Estonia

INP (Belarus):
integrated

Kraanoyarsk

Latvia

GTU (Georgia):
work in progress

Lithuania

Kingdom

Hani

SU (Bulgaria):
integrated

INP (Kazakhstan):
integrated

Slovakia

France 2hole ot

INRNE (Bulgaria):
tu integrated

Romania

Uzbekistan ROy astan

Azerbgijan ® ‘ /2
Turkmenistan Tajikis g ‘
' INP (Uzbekistan): o
integrated
fghanistan

Iran

Morocco

NOSU(Russia):

New Delhi

integrated .
e —_— IP (Azerbaijan): B
_ IIAP (Armenia): ' integrated :
Asir'lqt;;(li%gst). work in progress T Bangladesh
C 55 % Idle resources of the DICE JINR

were involved in research on the
The goal of the integration of the JINR member State organizations’ clouds SARS-CoV-2 virus within the
into the DIRAC-based distributed information and computing environment
(DICE) is to join resources for solving common tasks, as well as to
distribute a peak load across resources of partner organizations.

Folding@Home project, which uses distributed
computing to perform computer modelling of
protein molecule coagulation.
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#18 B Top50
“Govorun” supercomputer
Cluster HybrilIT 2014: First stage 2018:
Full peak performance: Full peak performance :
50 TFlops for double precision 500 TFlops for double precision
_ 9th in the current edition of the 10500
list (July 2018)

JINR

)

2, 2 I O e

#10 B8 Top50

“Govorun” supercomputer

Second stage 2019:

Full peak performance :

860 TFlops for double precision

288 TB CCXA with 1/0 speed >300 Gb/s
17th in the current edition of the 10500
list (July 2020)

Russian DC Awards 2020 in
“The Best IT Solution for Data
Centers”




"Govorun" supercomputer modernization 2022
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The expansion of the “Govorun” supercomputer by 32 hyperconverged compute nodes and 8

distributed storage nodes made it possible to:

= enhance its performance by 239 Tflops (Total peak performance: 1.1 PFlops DP);

= increase the DAQOS data processing and storage subsystem to 1.6 PB;

= enlarge the volume of the "warm data" storage subsystem by 8 PB with support for the
creation of dynamic storage systems such as Luster, DAOS, EQS, dCache, NFS.

The continuous increase In
the expansion of the range
of tasks to be solved in
order to ensure the solution
of the theoretical and
experimental tasks of JINR
has required

The constant re-
equipment of the
“Govorun” SC with
computing resources;
Permanent
implementation of the
novel IT solutions;
Creating an environment
for supercomputer
modeling and the
solution of compute-
intensive and data-
intensive tasks.



“Govorun” Supercomputer Today

» Hyper-converged software-defined
system

.~ Data

acqisition_  Hierarchical data processing and

v ‘i‘x}a&ﬂ: storage system
| e \‘f“"’hvsicai'\-i « Scalable solution Storage-on-demand

) Q __an_aJysis
. wstee st‘?ﬁi‘" « Total peak performance: 1.1 PFlops DP
» GPU component based on the NVIDIA

» CPU component based on RSC
s - “Tornado” liquid cooling solutions

» The most energy-efficient center in
Russia (PUE = 1,06)

CPU-component

based on the newest « Storage performance >300 GB/s
GPU-component Intel architectures:
based on NVIDIA Intel Xeon Phi gen.2
DGX-1 \Wolta Intel Xeon gen.2 and gen.3




“Govorun” supercomputer

Total number of users : 323 Key projects that use the resources of the “Govorun” supercomputer:
» NICA megaproject,
Member States BLTP

6% 7% NP » calculations of lattice quantum chromodynamics,

estan » computations of the properties of atoms of superheavy elements,
19% lo% > studies in the field of radiation biology,

» calculations of the radiation safety of JINR’s facilities.
FLNP

3%
LRB

4%

The results obtained using the resources of the “Govorun” SC since its
launch into operation are reflected in 204 user publications.

MLIT I
21% EREN ... oo, | PHYSICAL REVIEW C

Lzl-;i: covering nuclear physics
Physica cof ey BaE] e T
Distribution of the GPU and CPU resources by user group Meédica ! e e
Others 1% Other users group BLTP European J Oumal W
[+] 4% . 0 Y m
mPD 1% . of Medical Physws_,__-L; e s |
19% \ b : . S sk } Aot
. DLNP1% ? B o Al AL R B
_FLNP 3% o R | e
BLTP | i ST | S
79% | D SR
Hadrons and Nuclei | 7 &;? ; - B “
FLNR o §: = 5.
22% T, . D
W\Q‘ fad

33%



In January 2022, the first joint experiment on the use of

the unified supercomputer infrastructure for the tasks of

the NICA megascience project was successfully

completed:

v 3,000 Monte-Carlo data generation and event
reconstruction jobs were launched for the MPD
experiment

v’ about 3 million events were generated and
reconstructed

v the obtained data were transferred to Dubna for further
processing and physics analysis.

TR
I\,

-
C

.....

NICA Unified scalable supercomputer research infrastructure

Based on the integration of the supercomputers of JINR, of the
Interdepartmental Supercomputer Center of the Russian Academy of
Sciences and of Peter the Great St. Petersburg Polytechnic University,
a scalable research infrastructure of a new level was created.

Such an infrastructure is in demand for the tasks of the NICA
megascience project.

NONWVTEX




MICC Monitoring

For a robust performance of the complex it is necessary to
monitor the state of all nodes and services - from the supply
system to the robotized tape library.

» Global real time 24x7 survey of the state of the whole
computing complex

* In case of emergency, alerts are sent to users via e-
mail, SMS, etc.

» ~ 850 elements are under observation

ilee Operafional Center




NICA Computing Concept & Challenges

Woridwide
NICA

. NICA laboration
off-line clusters

Lattlce QCD calculatlons
, Simulation
. ¥ | <—— of nuclear
| S| > reactions
NICA On- L A |
line Cluster -
| — Event
: reconstruction
- . %A o iE Physics
Ay = 4 analysis
LHEP AL
off-line cluster &5 "




JINR in Datalakes

» The JINR data lake prototype was built as a distributed EOS
storage system.

» EOS was successfully integrated into the MICC structure.

» EOS is used for storing and accessing big arrays of
information.

> It can be applied for collective data simulation, storage of raw
data gathered from experimental setups, data processing and
analysis.

WLCG resources Local resources

High Level Services

Authorization / Infrastructure

Autoidentification WLCG/OSG : . . ]
Kerberos VOMS el » There is currently 17 PB of disk space available for

Storage Interoperability Services EOS
Distributed MICC storage = EOS+dCache > Baikal-GVD, DANSS, FOBOS, JUNO, BM@N,

MPD, SPD, PANDA are its major users.

- Data Delivering and Caching » EOS is visible as a local file system on the MICC
- working nodes and allows authorized users (by the

@ “ " kerberos5 protocol) to read out and record data.

| Grid |1 Grid | | Local
= Data Provisioning

Datalake
Infrastructure

L Eﬂl 1L Eelz ] batch

Computing
Infrastructure




Heterogeneous distributed computing environment

A heterogeneous computing environment, based on the DIRAC platform, was created for processing and storing data of the
experiments conducted at JINR. By the end of 2021, Tierl, Tier2, the “Govorun” supercomputer, the clouds of the JINR
Member States, the NICA cluster, as well as the cluster of the National Autonomous University of Mexico (NAUM, within the
cooperation on the MPD project), were integrated into DIRAC. For the time being, the distributed infrastructure is used by the
following experiments: MPD, Baikal-GVD, BM@N, SPD.

— ODIRAC ..k

THE INTERWARE

/! Jobs submission \

_____ —_— —_—
I ROOT |
| |
| SN |

> Physical |
~ analysis |

| processing
L =
Data

processing

velocity

Data
storage
volume

Data moving

«Data Lake»
EOS



Heterogeneous distributed computing environment

for the MPD experiment

Available resources of the heterogeneous computing environment,

More than 1.1 based on the DIRAC platform, for the MPD experiment (about 5,000

billion events were Q- o) . - »GC in the | ducti
generated using ‘%mm sz ce : Govorun” SC: up to 1,586 cores In the latest production
UrQMD, LAQGSM, S Cenerator pue L Tierl: 920 cores
PHcSiI? and other ‘ | Tier2: 1,000 cores
models
Clouds (JINR and JINR Member States): 70 cores
ssce v NICA offline cluster: 250 cores (limit for users)
{/ / ik UNAM (Mexico University): 100 cores
Y T = National Research Computer Network of Russia (NIKS,
Reconstructeduao I now resources from SPBTU and JSCC): 672 cores — New
R ~ resource, added in 12.2021.
Mass production storages integrated into the Dirac File
r7ce Catalog are 1.5 PB in size.
270 millions
events were ot data OSTRETON  voumear To work with Big Data, including for the NICA megaproject, a
reconstructed processing Warm Tier

data storage hierarchical data processing and storage system with a software-defined
architecture was developed and implemented on the “Govorun”
supercompuier.

EOS



Methods, Algorithms and Software

Govorun Supercomputer

1000

n(u - o 8o @ . .
B one Chllm SO0 Numerical modeling of complex
B 70 cPud 200- 400 R LPR physical systems
400 - 600 g ® o @

600 - 800 . Mooy s

Severin

3 ) ® 0 Drobeta

~ 1.5 years ) o.n [} g'or"‘u! o o Turnu
Luka o L8 3 ® . e

Tuzla Cueggpenog® o s @

Experimental data processing
and analysis

° — — - hadronic phase
bocHa u L quark phase
» —— mixed phase

n
S
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{— 5.000000€+000
— 4.000000€ +000

— 3.000000€ +000
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JINR Big Data Analytical Platform

 Bringing best of Big Data approaches to JINR practices
 Providing the Big Data infrastructure for users

JINR Big Data Analytical Platform

Presentation of results, hypothesis testing, forecasting, visualization

Busi\x/liesslfaIlIi]Ztgtlili)ngnce. Search for meaningful E’/ Predictive and prescriptive
g=g Services. information. Models. analytics

ﬁ;’:&ees:r RGPOTtS HYPOtheses PREDICTION

Analysis

Statistical analysis. Machine learning. Ef‘. ‘

Semantic models. Graphs.

EE* Data Modeling (autoencoders, !
Time series Analysis. Clustering, = convolutional networks, ‘.Q " Complex networks
— Hypothesis testing Classification o generative adversarial networks)

Primary data
processing.
Filtration

Problem-oriented
software

Data collection Transformation

and Compression
COLLECTION

Data collection
system

Distributed
Storage

Software-defined
networks

Cloud resources

Data sources

External data sources Industrial Int t of Thi Physical
(API, Web, Databases, Social ndustrial internet of "Ings Detectors and Data Lake
' ’ ’ (Smart meters, Tags, GPS, Cameras ) -
Networks devices




Information System for the tasks of Radiation Biology

https://bio.jinr.ru

The joint project of LIT and LRB is 4 Web services for morphofunctional changes in the )

focused on creating an Information CNS and DNA damage analysis
System (IS). The IS allows one to store, >
quickly access and process data using a
stack of neural network and classical
algorithms  of  computer  vision,
providing a wide range of possibilities
for automating routine tasks. It gives an

Metadata DB

A

MorioDB‘

increase in productivity, quality and R FreelPa Batch-syste
speed of obtaining results. \_ Auth )
/Machine and deep learning methods, computer h 4 Computing resources and hierarchical storage )
vision and neural network approaches system based on the “Govorun” SC
0 o ~ Data ‘ l
OpenCV .+t r“‘//“‘“‘&}am
. R | |
f ):?keh " 4 : \ Physical : u
Tensor : @:
unsy sy e TN
pandas Hiiilpg matglw.tlib rocessing Wa:;:e' data storage -
Ker D )l
\_ ANACONDA ) \_ i)




Intelligent Environmental Monitoring Platform

Within the framework of cooperation between MLIT and FLNP, the work on the prediction of air pollution by heavy metals
using biomonitoring data, satellite imagery and different IT technologies is in progress.

On the MLIT cloud platform, a Data Management System (DMS) of the UNECE ICP Vegetation was created. DMS is
Intended to provide its participants with a modern unified system of collecting, analyzing and processing biological
monitoring data. A combination of satellite data, biomonitoring measurements, and different machine and deep learning
technologies was used to predict potentially toxic elements

Samples collection Samples analysis Data analysis Data presentation Prediction/Controle &.%;’.f% @ =55vesr | @ BT %-,g e

cc— = = i Y S MOSSES AS BIOMONITORS OF AIR POLLUTION:

® i o e | l l | | | 2015/ 2016 survey on heavy metals,
) _ ———4—oeatedenn il m nitrogen and POPs in Europe and beyond
—————— [ 1 -
- 7 ) 3 ¥ 4 3
| e lan..n L Ha, : "~
v \, AL A . e [} &
| L o2 w .

B AP HTTP

@ A{}AX _Q &
st ‘_)
a pgthon Tensorflow Microservices {O}

K : HvbrillT A. UZhi_ns!(iy, M. Aniéic’ I_Jroéevié, M. I_:rontasygva.
Prediction of air pollution by potentially toxic
elements over urban area by combining satellite
imagery, Moss Biomonitoring Data and Machine
Learning. Ciencia e Tecnica Vitivinicola Journal

W mongo NGINX
Sggglo t’r_gl; l._:mu L_Jm;




Quantum computing and quantum algorithms

Objective: development of guantum algorithms (QAs) to calculate complex atomic and molecular systems,
taking into account the limiting capabilities of available computing resources.

Quantum algorithms
o {H]

Form a list of QAs required to solve tasks
within the studied physical models

Select the type of quantum simulator to
simulate a classical architecture on
computers

Define resources for the selected

€S Qiskit quantum-limiting capabilities of
available computing simulators
® qsim (number of qubits and computation

time)
SC “Govorun”
Search for exact solutions to urgent

problems of quantum chemistry and study

the chemical properties of heavy elements

Current result
The limiting computing capacities of the
“Govorun supercomputer are revealed on
the example of simulating quantum
algorithms (quantum Fourier transform,
quantum phase estimation, Grover’s
algorithm, test synthetic algorithm) using a
different class of quantum circuits for the
following simulators: QUuEST, Qiskit,
CuQuantum.

According to modern concepts, from 30 to 50 qubits are
sufficient for the exact solution of most practically
significant problems of quantum chemistry



Quantum intelligent control

Tests of an intelligent automatic control system for the nitrogen collector of the satellite helium refrigerator #1 at the site of
the cryogenic testing of superconducting magnets at VBLHEP on the basis of quantum algorithms (QFI) are successfully

Completed Tl i ‘{ \ Iﬂ_ *:«‘\\ q ‘\"&' Alhl‘ n Lo L L ControLI Error L L
K Dre Sd - “ A U ! X I it d st A e el et
Instituts of Air B / B sy e/ So N

— Control of the

1150~ — PID Control ] f

— FC Control proceSS 0

g — QFI Control reachlng a
L1 | predetermined
pressure level

15 Target pressure value ;. Incooling mode
1.2 Bar
10 55 160 1;0 260 2;0 300

Time (s)

» The quantum controller (blue curve) is almost 5 times faster in reaching the target value than the closest controller on soft
computing (green curve), while the PID-controller (red curve) does not reach the target value.

» The quantum controller demonstrates low overshoot and accuracy in achieving the control goal compared to other types of
controllers.

« Automatic control based on the quantum controller reduces nitrogen consumption by 53%.

In the future, the system will be put into operation, and its reqular operation will start.



JINR Digital EcoSyst

The digital platform “JINR Digital EcoSystem ™ integrates existing and future services

to support A
scientific, J INR

administrative and social activities, Digital Eco System
maintenance of the engineering and IT infrastructures
to provide
reliable and secure access to various types of data
to enable
a comprehensive analysis of information
using

modern Big Data technologies and artificial intelligence.

&
Digital Digital IT specialists
technologies infrastructures and users
SSO- login
¢
GE—

Single access point to all
services
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Digital Eco System
JINR miw]

Digital Eco System

! Search ‘ ﬁODﬂQDQHOBCKaHO @ Logout &
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=EE)

& Publications and conferences & Scientific software & IT infrastructure B JINRex B JINRPTP B Dissertations B SANC B Moss biomonitoring

This is a complex digital environment that combines a large number of information services and
business processes based on the principles of mutually beneficial relationships (“win-win”) B Cornawenns o cotpyaHuecTse
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NICA (asrn. Nuclotron-based lon Collider fAcility) —
CBepXNPOBOARLLIY KONNAIAEP NPOTOHOR 1
TXENLIX HOHOB, Pecypc - hitps://nica jint.ru/
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D., Information services

BISS BCERNDB

Tl | A5

o1}

B Photo archive

Other services
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» AsTobyc

» AOMUHHCTpaTHBHbIC 3aaHHA
» Annen

» EuGnuoTexa

» Benonapkoska

<
» NiHO
» 1PB
» TO
» N8N

» Mea. nynkr
» Memopuan
» HUKA

» Napkoska
» Mpoxoanan

» Cronosas, kace

v Quick and easy search for information, both

by services and by employees and buildings on
an interactive JINR map
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Digital Eco System

Search A

ﬁo.ro.ﬂepeHOBCKaHO @ Logout &+

Other services

£
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¥ Science dministrative services  =ic> Network services r_=.7 Information services

B Account SSO

B eMail accounts B Mail Lists B Network Elements & Other Accounts

% Site Map

Description »

B9
@E! Science

ED & Publications and conferences

ED ® Scientific software (MporpammHoe ofiecreusHie, HCMONb3YeMOe B HAYUHOI [ eATeNsHoCTH: BiuBnnoTekn npor. )
@D @ IT infrastructure

D B JINR PTP {JINR Problem-thematic plan)

@D B Dissertations (Dissertation defense announcements)

D) B Moss biomonitoring (This SYSTEM is created at the cloud platform of the Joint Institute for Nucle_..)

(D) B ComalueHua o COTPYAHUYECTBE

@D o Administrative services
D ® Purchase activities
ED @ Finance Info

@ # Documents DB {Documents of the main office work)

@D B EDMS of Expense Reports (The EDMS of Expense Reports is a means of generating an electronic JIN R
Digital Eco System

@ =] Network services (View your existing accounts)

foa .
X Science

D) B Account SSO (General information about your SSO login. Rules of work in the network. Passw...)
@ B eMail accounts (A list of mailboxes registered to you_ Statistics and control of mailbox quot )
@D B Mail List's (Enabling/disabling subscription to email newsletters)

D B Network Elements (List of netwaork elements (IP, MAC addresses) registered to you)

Video portal

Open in a dedicated window '

D B Other Accounts [Your VPN accounts, ELibs, Eduroam. Password change)

D = Information services
@D B Interactive map
@D B Plan of the LIT building

B pazpabomie

D) B HR JINR (AgMAHUCTPaTHEHEA MHBOPMALMOHHO-CIPABOUHAR CHCTEMA N0 Kagpa....) .
Interactive map

ED B WUCC (MndopmaymonHo-cripasoukan cuctema.)

(@D B CERN DB (JINR employses at CERN)

ED B Phonebook

0
Educatlon and testing polygon
"HybriL

D) B JINRex (System for planning and lagging excursions)

@D © Other services
@D B JINR performance indicators tracking

Open in a dedicated window '

v" Personal account of a JINR employee
v" Notifications in your account
v' Responsive interface, customizable by the user

v' Part of the resources is available for unregistered
users, for example, a phonebook, information on
dissertations, scientific software, JINR map

I Search I ‘

ﬁO.FO.,[I,epeHOBCKaHO @ Logout G

Administrative services S Network ® Information servig e
mimistrative Services 285 etwork services = ntormation Servic 2 Settings:

= Account SS0

= eMail accounts
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Development of the system for training and
retraining IT specialists

wllli -Ei d ol
MLIT staff and Leading manufacturers of modern computing
leading scientists from JINR and its Member States architectures and software

/ Parallel \ Tools for debugging and / Frameworks and \ / Quantum \

: rofiling parallel :
programming zpp“cafifns tools for ML/DL tasks algorithms,
technologies quantum

s programming and
OnaniMbP ~ Jupyterhub vantum control
O pen MP / Work with applied software \ g q

A 1
-:-{;_: MPI PaCkages TensorFlow ﬁ
= COMSOL !.,\

MULTIPHUSICS Wolfram Mathematica
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» Distributed computing
systems

* Computing for
MegaScience Projects

» Distributed computing
applications

= Data Management,
Organisation and Access

= HPC

= Virtualization

» Big data Analytics and
Machine learning

» Research infrastructure

The International Conference Dlstrlbuted Computlng
and Grid Technologles in SC|ence and Education”

’ - S . dmethods, software and
) o) )
g@) @ 2 @@E):«’ program packages for data

processing and analysis;

MATHEMATICAL MODELING AND QOmathematical methods and
COMPUTATIONAL PHYSICS tools for modeling complex

physical and technical
systems, computational
biochemistry and
bioinformatics;

Umethods of computer
algebra, quantum computing
and quantum information
processing;

U machine learning and big
data analytics;

U algorithms for parallel and
hybrid calculations.

The International Symposium Nuclear
Electronics and Computing

Detector & Nuclear Electronics Research Data Infrastructures

Triggering, Data Acquisition, Control . Computatlons with Hybrid Systems (CPU,
Systems GPU, coprocessors)

Distributed Computing, GRID and Cloud = Computing for Large Scale Facilities (LHC,
Computing FAIR, NICA,

Machine Learning Algorithms and Big Data  SKA, PIC, XFEL, EL], etc.)

Analytics new! * Innovative IT Education

MLIT Schools |
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MATHEMATICAL MODELING AND  Staré Lesnd, High Tatra -

Mountains, Slovakia

COMPUTATIONAL PHYSICS 2019  Juiy1-5,2019

Total: 110 registrants

By counties: 15 states, including
ARMENIA
BELARUS
CERN
CZECH REPUBLIC
EGYPT
FINLAND
GERMANY
MOLDOVA
ROMANIA
SCOTLAND
RUSSIA
SLOVAKIA
SWITZERLAND
USA

By talks: 94, including
Plenary: 19
Sectional: 75




MATHEMATICAL MODELING AND St Lor, o Machine Learning, Parallel
ns, Slo = o A

COMPUTATIONAL PHYSICS 2019  July1-5,2019

Total: 25 registrants
From SLOVAKIA, RUSSIA
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XXVII International Symposium on Nuclear Electronics & Computing (S

Montenegro, Budva, Becicl. 30 September - 4 October 2019
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“Total: 193 registrants from
13 states,

30 institutions,
including JINR, CERN
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29 Place Diploma 3d Place Diploma Advanced Development

Volosnikov Vladislav  SPbGU Rogozhina Elizaveta ~ Dubna Solodilova Kseniia ~ Dubna
Rudenko Mikhail Dubna Shaikhislamov Denis  MSU llina Anna Dubna
ISrr]]nﬁ\r:ative I?_roject Creative Presentation Promising Research

akhov luril PRUE Antonov Evgenii MEPhI Safikanov Denis MEPhI

Yurchenko Mikhail TSU Shek Elena PRUE Fomina luliia MEPhI



LLIKko/1a Mo/10A4bIX yYE€HbIX
BbicOKONpousBoauTe/bHble N1aTopmbl ANA LUPPOBOU

Y Pochglgknﬁ =\
3 OH ECKyp
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Lkona Monoabix y4eHb <
«BblCOKONPOU3BOAUTENBHBIE NNATRUPMbI
Ana undpPOBOA IKOHOMUKM U HaYHHBIX
NPOEKTOB KNnacca MeracaneHc»

3-4 nexadps 2019, POV um. I'B. IInexanoBa, Mocksa, Poccus




4-A1 MexagyHapoaHas /IeTHAA WWKO/1a MO/10A4bIX Y4eHbIX «COBpeMeHHbIe
MHPOPMaLMOHHbIE TEXHO/IOMUU A/11 HAYYHbIX U MPUK/AAHBIX 3a4a4»

29 nronss — 1 uronsa 2022 r. CeBepo-OCETUHCKNM MOCYIAPCTBEHHBI YHUBEPCUTET, BainkaBkas
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JINR.

Dubna State University
Far Eastern Federal University

National Research Nuclear University MEPhI

Kaml'y

North Ossetian State University
ABdYy after K.L. Khetagurov

AANBHEBOCTO4HbLIA
DENEPAJIbHbIU
YHUBEPCUTET

Plekhanov Russian University of Economics

St. Petersburg University
The Bauman Moscow State Technical University

The National University of Science and Technology
(MISIS)

The Peoples' Friendship University of Russia

Tomsk Polytechnic University

EVEREC L ANOV RSy
PR ECaSIA e
“‘N;__RS‘L of CONOM"C‘S

Tula State University

Tver State University

TYNbCKUH
roCYAAPCTBEHHbIN

YHUBEPCHUTET Vitus Bering Kamchatka State University




