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MICC component: HybrilIT platform
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The unified software and information environment of the HybrilIT platform allows users to use the education
and testing polygon is aimed at exploring the possibilities of novel computing architectures, IT-solutions, to
develop and debug their applications, furthermore, carry out calculations on the supercomputer, which allows
them to effectively use the supercomputer resources.
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“Govorun” supercomputer Full peak performance :

First stage 2018: 1.7 PFlops for single precision
Cluster HybriLIT 2014: Full peak performance : 860 TFlops for double precision
Full peak performance: 1 PFlops for single precision 288 TB CCX[L with /0 speed >300 Gb/s
140 TFlops for single precision; 500 TFlops for double precision 17th in the current edition of the 10500
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The CPU-component of the “Govorun” Supercomputer
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RSC Tornado nodes based on Intel® Xeon Phi™: |
¢ Intel® Xeon Phi™ 7290 processors (72 cores)
* Intel® Server Board S7200AP
¢ Intel® SSD DC S3520 (SATA, M.2)

* 96GB DDR4 2400 GHz RAM
* Intel® Omni-Path 100 Gb/s adapter

RSC Tornado nodes based on Intel® Xeon® Scalable gen 2:
Intel® Xeon® Platinum 8268 processors (24 cores)

Intel® Server Board S2600BP

Intel® SSD DC S4510 (SATA, M.2),

2x Intel® SSD DC P4511 (NVMe, M.2) 2TB

192GB DDR4 2933 GHz RAM

Intel® Omni-Path 100 Gb/s adapter




"Govorun" supercomputer modernization 2022

Computation field: Hierarchical Storage: Performance: +239 Tflops
+32 hyperconverged +8 distributed storage DAOS: +1.6 PB
compute nodes nodes Lustre, EOS: +8 PB

+1,152 new computational

cores for the MPD
Generated almost
31 million events
less then month!!!

Performance
“new cores’/”old cores”
increase more than 1,5 times

+0,4 PB for the MPD mass
production storages integrated
into the DIRAC File Catalog

Data 10 rate: 300 Gb/S GPU-accelerator Hyperconverged CPU and Distributed Storage Nodes +1 PB for the MPD EOS
storage

Current status:
138 hyperconverged
compute nodes
40 GPU accelerators

Total peak performance:
1.1 PFlops DP
2.2 PFlops SP

Total capacity of
Hierarchical Storage:
8.6 PB




Engineering infrastructure

free cooling
24x7x365

PUE ~ 1,06
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CYMMapHaRA MOWHOCT LB Ne1-2,LUCK  40.61 KBT
MOUIHOETb CHCTENBI OXNAKAEHHA  2.700 KET
Ko3quument 3neprosppextuenocT  1.066
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The GPU-component consists of 5§ NVIDIA DGX-1 servers. Each server
has 8 GPU NVIDIA Tesla V100 based on the latest architecture NVIDIA
Volta. Moreover, one server NVIDIA DGX-1 has 40960 cores CUDA,
which are equivalent to 800 high-performance central processors. A whole
number of novel technologies are used in DGX-1, including the NVLink

B 2.0 wire with the bandwidth up to 300 Gb/s.

GGGGGG

UANTUM ESPRESSO

EEEEEEEEE
AAAAAAAAA

L

Tensor

The GPU-component gives a users of the supercomputer a
possibility to allow as massively parallel computation for
general-purpose tasks using such technologies as CUDA and
OpenCL, as well as use applications already adapted for this

Y el ‘ architecture. Also, GPU-component allow to use machine
| e i learning and deep learning algorithms for solving applied
CCCCCCCCCCCCCCCCCCC B problems by neural network approach.
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Expanding the Opportunities of the Govorun Supercomputer

to Solve ML/DL Task

GPU component

NEW!

5 NVIDIA DGX-1 servers
with
8 NVIDIA Tesla V100 GPUs
in each

5 Niagara R4206SG servers
with
8 NVidia A100 GPUs in each
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@ Experlmental data Analysis Result
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+ 40 GPU accelerators: 5 Niagara R4206SG servers with
8 NVIDIA A100 GPUs in each.

Total performance of the GPU: 300+600 Tflops for DP
Total peak performance of the SC “Govorun”: 1.7 Pflops for DP

The GPU-component gives a users of the supercomputer a possibility to use
machine leaming and deep learning algorithms for solving applied problems by
neural network approach: process data from experiments at LRB in the frame of

¢ Information System for radiation biology tasks; experimental data processing
and analysis at the NICA accelerator complex and ect.
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Orchestration and hyperconvergence on the “Govorun” supercomputer
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The “Govorun” supercomputer
has unique properties for the
flexibility of customizing the
user’s job.

For his job the wuser can
allocate the required number
and type of computing nodes
and the required volume and
type of data storage systems.
This property enables the
effective solution of different
tasks, which makes the
“Govorun” supercomputer a
uniqgue tool for research
underway at JINR.



From Physics to raw data
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g 37421288 23427142
| |- | 1 |

2037 2446 1733 1699

Basic physics Fragmentation, Interaction with Detector Raw data
Decay detector material  response
Multiple scattering, Noise, pile-up, ~ Read-out
interactions cross-talk, addresses,
inefficiency, ADC, TDC
ambiguilty, values,
resolution, Bit patterns
response
function,
alignment

From raw data to Physics

2037 2446 1733 1699
4033 3611 952 1342

2132 1870 2093 3271
4732 1102 2491 3216
2421 1211 2319 2133
3451 1945 1121 3429
37421288 2342 7142

Raw data Detector

Interaction with ~ Fragmentation, Basic physics
response detector material Decay

Convert to Apply Pattern, Physics Results
physics calibration, recognition, analysis
quantities alignment Particle

identification

» Analysis
Reconstruction >

Simulation (Monte-Carlo)

—y

We need to go from raw data back to physics
reconstruction + analysis of the event(s)

Velocity of data

Data

: Physical
rocessing

analysis

LUSTRE
Warm Tier

EOS

Volume of
data storage

processing




DAOS: Promising technology for HPC, Big Data, Al

DAOS (Distributed Asynchronous Object Storage) Software Ecosystem

Compute instances ™,
\

_ «  Complex approach to build a hierarchical
Al/Analytics/Scientific Workflow storage system

. Apache | Apache  DAQOS is significant part of data acquisition
egacy Spark Hadoop ;
and processing
« Different types of containers are used for

End-to-end different data processing stages
userspace Native array Native key-value RDMA

S — .. * Noneed of POSIX file system for most data

Storage instances ‘\\ Capacity tiers

i { ) operations
) |+ Great system performance even for a few
“ ]ﬂ ' DAOS clients
+ RSC Storage on-Demand software offers
gg\gﬁ;gigﬁf:gcciﬁgaegggaﬁh“;gizers unique flexibility, speed, and convenience
for DAOS users

PERSISTENT MEMORY

5 intel
OPTANe“[

. Generic I/O middleware supported today

The DAOS polygon on the supercomputer “Govorun” take the 1°' place among Russian
supercomputers in the current 10500 list



DAOS Testing. Results
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Big Data on the “Govorun” Supercomputer for

NICA megaproject

The DAOS polygon of the “Govorun” supercomputer takes the 1% place among Russian supercomputers in terms

of the data processing rate in the current 10500 list.
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Heterogeneous distributed computing environment #

(" MICC basic facility

ODIRAC
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Polytech
The computing cluster of the Institute of B
Mathematics and Digital Technologies of
the Mongolian Academy of Sciences (IMDT
NIKS & |

MAS) and NIKS (National Research

)
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Share of the use of different
MICC components for MPD
tasks in 2022: the SC “Govorun”
resources are the most efficient
for MPD tasks.

Govorun
exclusive, 44%

4000000

3500000

Increase in the share
of the MICC

computing resources e
on the DIRAC platform s o

in normalized CPU 1000000
HEP-SPECO6 days I B B

Govorun Tier1 Tier2

3000000

2500000

Computer Network, the Russia's largest Summary statistics of using the DIRAC platform for MPD tasks in 2019-2022

research and education network) were | g
integrated into the heterogeneous Q
distributed environment based on the

data generation
campaigns

= 31| Sk1283 B| M ssM| BT 15 B3 1557, 813 PR

events generated events reconstructed “jobs completed | | total computation time MPD data produced
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DIRAC platform.



Heterogeneous distributed computing environment

for the MPD experiment

Available resources of the DIRAC platform

v’ 1200 = 10°events for the MPD experiment:

were generated
using UrQMD, KRG =
PHQMD, PHSD

and other models

» “Govorun” supercomputer: up to 1,586 cores in the
latest production

* Tier1: 920 cores
e Tier2: 1,000 cores

;/ / "'f'g.; * Clouds (JINR and JINR Member States): 70 cores
= DI S - NICA offline cluster: 300 cores (limit for users)
—— / epepecos hours per yeor * UNAM (Mexico University): 100 cores
A 4 35000000 » National Research Computer Network of Russia
P 30000000 (NIKS, now resources from SPBTU and JSCC): 672
25000000 cores — New resource, added in 12.2021.

6
v'392+10°events 20000000 The mass production storages integrated into the

\r,;ecroenstr cted e . | Dirac File Catalog are 1.5 PB in size.
u 10000000
5000000 ‘ . . .
. m - The histogram illustrates the accounting data
“Govorun” up to 40% 2019 2020 2021 from the centers. The metric shown is Sum
® DIRAC.JINR-LHEP.ru m DIRAC.JINR-Tier2.ru
DIRACJINR-TierLru ® DIRAC.Govorun.ru CPU Work, grouped by center and year.




Computing for the NICA megaproject

“Govorun” supercomputer for BM@N tasks
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Full BM@N configuration for heavy ion studies in 2018.
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Signals of A-hyperons in the spectra of invariant masses (p,n-)

measured in C+Al and C+Cu interactions.

BM@N Collaboration. Production of A hyperons in 4 and 4.5 AGeV 2 carbon-nucleus
interactions at the Nuclotron // The European Physical Journal A (awaiting

publication)

(b) Nuclear Fragments
1 pm@N

P/Z [GeVc]

(a) BM@N configuration for SRC studies.
(b) isolation of nuclear fragments in the experiment under the SRC program.

The analysis of experimental data acquired during the Nuclotron runs in 2016-2018
was performed. Special attention is paid to the study of interactions between beams of
carbon and argon ions with fixed targets of different types. The reconstruction of
particle tracks was carried out using the method of “cellular automata”.

The modeling of the work of the experiment using generators of physical models, such
as DCM-QGSM and URQMD, and the embedding procedure were performed.

The staff of the BM@N collaboration from Russia, the USA, Israel, Germany, France
and JINR, working on the program for the study of short-range correlations (SRC) of
nucleons in nuclei, developed and applied a new experimental method for
investigating the internal structure of the atomic nucleus in carbon-hydrogen
interactions. A publication based on the results of the SRC program of the BM@N
experiment was sent to the scientific journal Nature.

The polarization of A-hyperons was studied using the model data of the DCM-QGSM
generator of the BM@N experiment.



Computing for the NICA megaproject

“Govorun” supercomputer for BM@N tasks

250 size_gb
0
o 50
e 100 :
150 '
: 200 ' 10/0
200 ol ;
: >16 GB
150 E ' @
=)
CIJI L
N .
100 . '
15% § 84% ,
| <14cB | 14-16 GB ’
15 - ——— - -k e e e e e e e e — — -
0
0 5000 10000 15000 20000 25000 : 30000

U3 npeseHTauum U.C. NeneBaHioKa



0.6

0.1

Rla
01 2 3 456 78 91011121314
AR AR LA LAALNEARAN LAY LARAN RARRS LAARY RARE LARY LAARS LARAN ALY
[ &u,=0MeV
= (] p,= 200 MeV
I ® py= 400 MeV
F 8 p,= 600 MeV
L3 p,= 800 MeV
L& jy= 1000 MeV o
[ Bu,= 1200 MeV g it
| gt
L o
E 8
[ el
ool ioasloanalonrsloonlionslonni oo biiaslony
0 01 02 03 04 05 06 07 08 09

R (fm)

~0

“Govorun” supercomputer for QCD tasks

1.0 14

0 500
L

1, MeV
1000

1500
L

2000
L

o5 Lieze= Lll___}:_-
0.5 {il '
| J/
4 E==mm==mm== ===
' ~
0.3 Pad
0.2 \'"‘“a.___‘
0.1 T T T T T
0.0 0.1 0.2 0.3 0.4 0.5
pa
e
L []
0.8
0.61
0.4F :
0.2F .
C =
U T N S S B &
0 200 400 600 800 1000 1200
b, (MeV)

The resources of the “Govorun” supercomputer were used to study the properties of quantum
chromodynamics (QCD) and Dirac semimetals in a tight-binding mode under extreme external
conditions using lattice modeling. The given study entails the inversion of large matrices, which is
performed on video cards (GPU), as well as massive parallel CPU calculations, to implement the
quantum Monte-Carlo method:

— The influence of the magnetic field on the confinement/deconfinement transition and the chiral
transition at finite temperature and zero baryon density were investigated using the numerical modeling
of lattice QCD with a physical quark mass.

— Quantum chromodynamics with non-zero isospin density taking into account dynamical u- d-, s-

quarks in the Kogut-Susskind formulation was studied.

— The potential of the interaction between a static quark-antiquark pair in dense two-color QCD was

investigated, and the confinement/deconfinement phenomenon was studied.

— The effect of the non-zero chiral chemical potential on dynamical chiral symmetry breaking for Dirac

semimetals was studied.

- The influence of the external magnetic field on the electromagnetic conductivity of quark-gluon
plasma was investigated.

The results are published in the articles:

1. V. V. Braguta, M. N. Chernodub, A. Yu. Kotov, A. V. Molochkov, and A. A. Nikolaev, Phys. Rev. D

100 (2019), 114503, DOI: 10.1103/PhysRevD.100.114503, arXiv:1909.09547

2. V.V. Braguta , A.Yu. Kotov, A.A. Nikolaev, JETP Lett. 110 (2019) no.l,

10.1134/50021364019130083 (JETP Letters, 110 (2019) no.1, 3-6)

3. N. Astrakhantsev, V. Bornyakov, V. Braguta, E.M. Ilgenfritz, A.Y. Kotov, A. Nikolaev, A. Rothkopf,

PoS Confinement2018 (2019), 154, DOI: 10.22323/1.336.0154

4. V. V. Braguta, M. 1. Katsnelson, A. Yu. Kotov, and A. M. Trunin, Phys.Rev. B100 (2019), 085117,

DOI: 10.1103/PhysRevB.100.085117 , e-Print: arXiv:1904.07003

5. N. Yu. Astrakhantsev, V. G. Bornyakov, V. V. Braguta, E.-M. Ilgenfritz, A. Yu. Kotov, A. A. Nikolaev,

A. Rothkopf, JHEP 1905 (2019) 171, DOI: 10.1007/JHEP05(2019)171,e-Print: arXiv:1808.06466

6. https://arxiv.org/abs/1902.09325

7. http://arxiv.org/abs/1910.08516

1-4, DOL



Kinematically complete experimental study of

Compton scattering at helium atoms near the threshold

nature LETTERS

On 13 April, a scientific paper by an international physics https://doi.org,/10.1038/541567-020-0880-2
scientific group was published in Nature Physics.
A LIT staff member O. Chuluunbaatar and a
BLTP employee  Yu. V. Popov were members of
the group in the frames of JINR international
cooperation. The group conducted a kinematically
complete experimental measurement of
characteristics of Compton scattering at free
atoms using the highly efficient method of COLD
Target Recoil Ion Momentum Spectroscopy
(COLTRIMS). The group also provided a relevant
theoretical description of it which was carried out
at the supercomputer “Govorun”.
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Scheme of ionization by Compton scattering at hv=2.1 keV



ML/DL/HPC Ecosystem of the HybrilIT Heterogeneous Platform:

New Opportunities for Applied Research

/" Development component "\ /_Computation component HPClab component The ML/DL/HPC ecosystem is now actively used for
[ UM with Jupytertub J [ Servers with ] { VM with J machine and deep learning tasks. At the same time, the

./ fihub.iine.ru NVIDIA JupyterHub and SLURM . . .
https://ibubintru Volta & el Xeon Gold hitps//labhpe,nro accumulated tools and libraries can be more widely used for

https://jhub2.jinr.ru

B T oanvges: ——m«=_* | scientific research, including:
TS e e e et |6 e - numerical computations;
VM: 4 CPU: 2x Intel(R) Xeon(R) Gold VM: .
cou: 24 cores | I % s e cru: 22 cores | % - parallel computing on CPUs and GPUs;
T e G WM yigyalization of results;
i erformance Computin _ i Wi u
(N J il accompanying them with the necessary formulas and
In 2022, on the ML/DL/HPC ecosystem, it became explanations. Python Numerical Methods
possible to run the MATLAB code in Jupyter o ju ter {b 0 Ok =
Notebook, which allows one to effectively perform Jupytef Py
applled and scientific computatlons o . Keras
s ] [ —
[P] Notebook II w
A 4 @ I'i pandas PYTHON s;e -
e t ’ t,. b PROGRAMMING -
B o ma I AND NUMERICAL
= p METHODS
= @ Sea b or MosoaTSTS
™ o
_ Joblib
= M 2 B Parallel computations ovtt

with Joblib




Computing for the NICA megaproject

Machine learning for MPD tracking tasks

A large number of tracks in events requires the development of approaches that have constant computational complexity

regardless of the number of tracks in an event. The use of deep neural network architectures allows developing tracking one-
pass algorithms that work in just single step.

Input 1 112 112 224 112 112 1 Predicted

1100

['50
|

| Conv 3x3, RelLU
50

MaxPool 2x2
+100 Up-conv 2x2

Dropout, then

o conv 3x3, ReLU
100

50 Copy

—~= ~ox
-100 >

o = =50
» -~ ,

100 ~Z100
150 =

Conv 1x1, sigmoid

Model experiments show that neural network models are capable of
both interpolating tracks and creating an internal model to represent
the results in the phase space of the track parameters.




BIOHLIT information system for radiobiological studies

The information system allows one Developed algorithms:

to store, quickly access and - algorithms for the automated
process data using a stack of

g g@ — .1 marking of the field of
neural network and classical O ¥ - experimental setups,
algorithms of computer vision, Experimental dta Analysis : - algorithms for tracking the
providingg a wide range of - ' animal’s position in
possibilities for automating routine experimental setups of different
tasks. It gives an increase in types,
productivity, quality and speed of - algorithms for evaluating the
obtaining results. animal’s behavioral patterns.

o a @
Normalized distribution by sector Motion track

The obtained information is
stored in different forms:
* visualized track of the
animal’s movement,
« video file with tracking the
animal’s position,
* heat map by sectors,
. file that stores all the
information for subsequent
statistical analysis.

Conceptual scheme of the serwce
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The dynamics of the magnetic moment M of the system under
consideration is described by the Landau-Lifshitz-Gilbert equation:
dm, 1

= - H
dt 1+M2a2{my d

—m,H, + a[m,(M,H) — H,]},

dm,, 1
T = T Tz etk = meHy + afmy (M H) — Hy |}

dm 1
Z {m Hy, — m,Hy + a[m,(M,H) — H,]},

dt
M = [mx,my,mz] are the magnetic S
moment components; the effective '
field components H = [Hx,H ,HZ]

phase i IIL,

S e ey
4

Calculations for different values of parameters

To analyze the possibilty of reversing the magnetic moment of the db,-Josephson junction at different values of the parameters, we will carry out calculatio

for G=8.9.

([e, e, 1, e])
_ivp(f, [0,60],50, t_eval-t_e) # method - ‘Radau’

ns

depend on the Josephson
difference ¢ and are defined as —
follows:

Hx(t) =0,
H, = Grsin(¢(t) — tm, (1)),

Hz(t) = mz(t)- Tasks Joblib .
The equation for the Josephson phase ”” =Tasks
difference ¢(t) is determined from the §§§§§ C
equation for the electric current I flowing ;f:::: é .
through the Josephson junction, measured S :§
in units of the critical current I, : [%[:T[:T[% :§
1 1 ' |

dé

dt

Parallel computing

w

@ Serial

dm
y —
dt >+W ’

(sin((l) — rmy) +r

Define a function called by each process

from joblib import Parallel, delayed
import numpy as np

def funk_parall(k):
=k

1-8

m
G=Gerdelta_G*i
alpha=alphae+delta_alpha*j
£ = partial(m G,
A

r=r, alpha-alpha, \
=t_s, delta_t-delta_t)
ce(8,60,1a00)

Speedup

Execution time 159.9254457950592 s 0 ® n ®

Computing in Parallel Mode

te = time.time()

rez= Parallel(n_jobs=6)\

( funk_parall) (k) for k in range(N*N) ) oo

computing | . - ()

print(f Execution time {t1 - t8} s')

o 10 20 30 80 0 80

Execution time 34.51503801345825 s

40
Number of cores



Quantum polygon
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-B-Tesla A100 1,442 1,483 1,797 2,425 4,169 6,546 12,139

=#-Tesla K80 1,354 2,567 5,109 10,424 21,245 43,673 89,965
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Number of qubits
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Time dependency on the number of qubits for CPU calculations with OpenMP technology Time dependency calculations on the number of qubits for various GPUs

OnAa 3apad, pewaemblx B pamkax lpoekTa 6bina co3gaHa BblMMCAUTENbHAA cucTtema no TpeboBaHMo, cogeprkalyto 288
dunsmnyecknx agep (576 normyeckux agep) u darnoBoe xpaHuaumiie emkoctbto 7 Tb noa ynpasneHnem $banaoBo CUCTEMbI
NFS. Ha aTon cucteme npoBOAUINCE MHTEHCUBHbIE pacyeTbl ¢ ucnosb3osaHuem MO AMS, DIRAC, QUEST v ap. ans pacyeTtos
3/1EKTPOHHbIX CBOMCTB CBEPXTAMXKE/bIX 3NEMEHTOB. 3a BPeMs BbINOJHEHUA NpoeKTa bbio peweHo 4200 3a4a4 Ha KoTopble
6b110 3aTpaveHo 740 000 sapo-4yacos



Using of the “Govorun” Supercomputer in 2022

The resources of the “Govorun” SC are used by scientific groups from all the Laboratoriec
of the Institute within 25 themes of the JINR Topical Plan.
Russian

The projects that mostly intensive use the CPU resources of the “Govorun” SC: el
» NICA megaproject, 19%
» simulation of complex physical systems,

» computations of the properties of atoms of superheavy elements,

» calculations of lattice quantum chromodynamics. LRE
4%

Member States BLTP

6% | 7% DLNP

5%

FLNR
10%

FLNP
3%

— 6600 517
Selected statistics of the most
resource intensive projects MLIT

21%

25%

4168 672

3 814 457

During 2022, 890,911 jobs were
performed on the CPU component of
the “Govorun” SC, which corresponds
q to 18,543,076 core hours.

CPU corehours

3 055 795

98 403 Jobs 11 818 Jobs 35921 Jobs 737 299 Jobs
BLTP FLNR MLIT MPD
Theme 1135 Project MoSHE Theme 1119



“Govorun” Supercomputer for JINR Tasks
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The resources of the “Govorun” supercomputer are used by
scientific groups from all the Laboratories of the Institute within 25
themes of the JINR Topical Plan for solving a wide range of tasks in
the field of theoretical physics, as well as for the modeling and
processing of experimental data.

Research results obtained using the supercomputer
resources are presented in 260 publications.

Using the results obtained at the Govorun SC, 2
publications were prepared in Nature Physics:

M. Kircher ..., O. Chuluunbaatar et al. Kinematically
complete experimental study of Compton scattering at
helium atoms near the threshold. Vol. 16. Ne 4. Pp. 756-
760

- BM@N Collaboration. Unperturbed inverse kinematics
nucleon knockout measurements with a 48 GeV/c
carbon beam. Vol. 17. Pp. 693-699



PC Ittt Applied Physics Research
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First Prize
“Hyperconverged “Govorun” supercomputer for the implementation of the JINR scientific program”

D.V. Belyakov, A.S. Viorontsov, E.A. Druzhinin, M.1I. Zuev, V\V. Korenkov, Yu.M. Migal, A.A. Moshkin, D.V. Podgainy, TA. Strizh, O.1. Streltsova

The creation of the “Govorun” supercomputer at JINR is an essential technological
achievement being of great importance for the implementation of the JINR scientific
program and international cooperation. The “Govorun” supercomputer is a unique
scalable computing system with a hyperconverged and software-defined architecture.
The technology of direct liquid cooling of CJSC “RSC Technologies” was chosen for
the CPU component of the supercomputer. Due to liquid cooling, the average annual
PUE indicator of the system, reflecting the level of energy efficiency, is less than 1.06.
The operation experience of the SC “Govorun” has shown the relevance and
effectiveness of using both novel hyperconverged computing architectures and the
hierarchical data processing and storage system being part of it. The results obtained
using the resources of the “Govorun” supercomputer are reflected in 204 user
publications, two of them in the Nature Physics journal. At present, the resources of
the “Govorun” spercomputer are used by scientific groups from all the Laboratories
of the Institute within 25 themes of the JINR Topical Plan.




“Govorun” supercomputer
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SC Govorun included into unified supercomputer network of Russia

On 24 September, an agreement was signed in St. Petersburg on uniting three supercomputers, including the object of the
scientific infrastructure of the JINR Member States — the “Govorun” supercomputer — into a single network. Its aim is to
develop the National Research Computer Network of Russia.  There is a unified scientific and educational space of

information technologies being formed in Russia. Scientific
world-level centres, scientific-educational and engineering
centres gain an opportunity for distributed work with big
data at megascience scientific facilities in supercomputer
centres. Researchers and developers will be provided with
global access to services of machine learning, big data
analysis, supercomputer resources.

Deputy Prime Minister of the Russian
Federation Dmigy Chernyshenko

(=) ¢ 3

5

Director of the Rector of Peter the  Director of the Joint

Meshcheryakov Great St. Petersburg Supercomputer
Laboratory of Polytechnic Centre of the Russian
Information University Andrey  Academy of Sciences

Technologies JINR Rudskoi Boris Shabanov

Vladimir Korenkov




O6beanHeHHas reorpaduuecku pacnpegeneHHas
cynepkomnbloTepHaa MHPpPacTpyKTypa
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NCA O6beanHeHHas reorpaduuecku pacnpegeneHHas NS

cynepKomnbiloTepHaa MHPpacTpyKTypa ana meranpoekta NICA

Ha ocnoBe nnTerpanuu cynepkomibiorepoB OMAN, MexBenoMCTBEHHOTO cynepkoMnbroTepHOro 1entpa PAH u CaHkr-
[lerepOyprckoro nonutexHuyeckoro ynusepcurera Ilerpa Benukoro cozgana macirabupyemMas ucciaeaoBaTenbcKas
MH(pPACTPyKTypa HOBOro ypoBHs. Takas uH(GpacTpyKTypa BocTpeOoBaHa s 3a1a4 meraHayku NICA.

OCHOBHBIM  HAIlPaBIICHUSIMU  Pa3BUTHUA
co371aBaeMoil UHPPACTPYKTYPHI SABJISIIOTCS:

o — oObenuHEeHne CYHEPKOMIBIOTEPHBIX
PeKOHCTPYKLMA TPAEKTOPUMN, m pecypcoB B UHTETPUPOBAHHYIO

¢ U3INYECKu ﬁ aHanus '(I;ZI;E‘HTOPI/IEIHBHO paCHpeI[eJIéHHyIO

MONUTEX ;

e —  CO3JIAHUE AKOCHUCTEMBI
poheCCHOHAIBHOTO coo0111eCTBa
MOJIB30BaTeNICl  CyNEePKOMIIBIOTEPHBIMU

o pecypcamu;

/__;\ a N — COBMECTHOE€ pa3BUTHE CpEaCTB
—o “ A D s XpaHeHHsI W 00pabOTKU  OONBIIMX
{09 s 00bEeMOB JaHHBIX;

— CO3/1aHue 001auyHbIX IU(PPOBBIX

CEpPBUCOB TUTSI J0CcTyna K
CYHEPKOMITbIOTEPHBIM pECypCcam;

— CO3/IaHHE CEPBHUCOB MaIIMHHOTO
oOy4eHHUs W  aHAJUTUKUA  OOJBIINUX
JAQHHBIX,  pacHpeleieHHbIX  BUTPUH
JAHHBIX JJI TIOJIb30BaTENIe HAYYHBIX U
o0pa3oBaTeIbHBIX OPTaHU3AIINA.




NCA O6beanHeHHas reorpaduuecku pacnpegeneHHas

cynepKomnbiloTepHaa MHPpacTpyKTypa ana meranpoekta NICA

CanaHue punsnyecKux
AAHHDbIX

(




[IAHHbIE

O6beguHeHHan reorpadurueckn pacnpeaeneHHasn a
cynepKomnbloTepHaa MHPpPACTPYKTYpa ana meranpoeKrta NICA N2 MET

LleHTp ynpasnenus
BUPTYasIbHbIM 3KCNEPUMEHTOM

Multi-Purpose Detector

JAJAYK

MNOJIUTEX

B sanmBape 2022 roma ycneurHo

3aBEpIIEH IIEPBbIA  COBMECTHBIU

AKCHEPUMEHT IO MCIOIb30BAaHUIO

EAUHOM CYIIEPKOMITBFOTEPHOMN

UHPpacTpyKTypsl s 3ajad

MmeracareHc-npoekra NICA:

v’ nas sxenepumenta MPD GbLio
3aIyIeHO 3000 3a1a4
reHepalu JaHHbIX;

v ObLIO CreHEpUpPOBAHO IMOPSIKA
3 MHJUTHOHA COOBITHIA;

v’ IOJyYeHHbIE JaHHbIE  OBLIN
nepenansl Ha CK  «loBopyn»
U1l TaibHEeWIne oO0paboTKu U
(bU3UUECKOTO aHAJIN3A.



