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  Outline of the HEP experimentsOutline of the HEP experiments
Physics goalPhysics goal

System Integration System Integration 
& calibration& calibration

Choose (sub)detectorsChoose (sub)detectors

Data TakingData Taking

Physics AnalysisPhysics Analysis

Publishing  ResultsPublishing  Results

R&DR&D

Study of the QCD phase 
diagram  at low energies

MPD

Software simulation sSoftware simulation studytudy
(geometry, hits, tracking)(geometry, hits, tracking)  
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NICA advantagiesNICA advantagies
✔  Maximum in K + /π + ratio is in the NICA 

energy region,

✔  Maximum in Λ/π ratio is in the NICA 
energy region,

✔  Maximum in the net baryon density is in 
the NICA energy  region,

✔  Transition from a baryon dominated 
system to a meson  dominated one happens 
in the NICA energy region.

J. Cleymans
  MPD collaboration Meeting April, 2018
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HEP experiments data flowHEP experiments data flow
Experiment software development is a key task

 for the whole experiment life.
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  Frameworks: Frameworks: CERN experimentsCERN experiments
ALICE   alirootALICE   aliroot CMS   cmsswCMS   cmssw

https://gaudi.web.cern.ch/gaudi/
● LHCb Computing
● ATLAS Athena framework
● HARP Gaudino framework
● Fermi (previously GLAST)
● MINERvA
● BESIII BOSS framework
● LBNE (Long Baseline Neutrino Detector, WCD group), 

see also GARPI project
● Key4hep (common software for FCC, CLIC/ILC and 

CEPC)

ATLAS   AthenaATLAS   Athena
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2004 2006 2010 2011 2012 2013 2014 2015

  FairRoot based frameworksFairRoot based frameworks
Start testing the 
VMC  concept for 
CBM

Panda decided to 
join FairRoot:
 same base package 
for different 
experiments

First Release of 
CbmRoot 

R3B 
joined

EIC (Electron Ion 
Collider BNL)

EICRoot

ASYEOS joined
(ASYEOSRoot)

GEM-TPC seperated 
from PANDA branch 
(FOPIRoot)

SOFIA (Studies On 
Fission with Aladin)

ENSAR-ROOT
Collection of 
modules used by 
structural nuclear 
phsyics exp.

SHIP - Search for 
HIdden Particles

6

2016 2017 2018

SPDRoot

BMNRoot

MPD (NICA) start  
using FairRoot
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    MPDroot designMPDroot design
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  Common tasks in HEP experimentsCommon tasks in HEP experiments
• Detector reconstruction

– Tracking 
• finding path of charged particles through the 

detector
– Calorimeter reconstruction 

• finding energy deposits in calorimeters from 
charged and neutral particles 

• Combined reconstruction
•  Particle identification
• Calibrations and alignments applied at 

nearly every step
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Programming toolsProgramming tools
  C++C++  RootRoot  GitLab     git.jinr.ruGitLab     git.jinr.ru  JupyterJupyter  JavascriptJavascriptPostgreSQLPostgreSQLGeant4Geant4BoostBoost……
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  MPD geometry for simulationMPD geometry for simulation
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MPD eventdisplayMPD eventdisplay
ECAL

TOF

FHCAL

TPC

FFD



12/31

  Detectors in event displayDetectors in event display

TOF

TPC

ECal

FHCal
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  Event recontructionEvent recontruction
ExperimentExperiment

Physics analysisPhysics analysisReco
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  Tracking in MPDTracking in MPD
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Clustering in MPD TPCClustering in MPD TPC
The hit reconstruction 
algorithm contains the 
following main steps:

1) Searching for extended 
clusters in (Pad-Time) for 
each pad raw.

2) Searching for peaks in 
time-profile for each pad in 
the found extended 
cluster.

3) Combining the neighboring 
peaks into resulting hits.
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MPD TPC pad plane responcesMPD TPC pad plane responces
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  Drift time in TPCDrift time in TPC

Laser system
Two pulsed 130 mJ 5-7 ns Nd:YAG lasersTwo pulsed 130 mJ 5-7 ns Nd:YAG lasers
~1mm diameter~1mm diameter
224 laser beams in total224 laser beams in total

112 “tracks” in each half of the TPC112 “tracks” in each half of the TPC

4 planes of laser beams, 300mm between planes4 planes of laser beams, 300mm between planes
10 Hz impulses10 Hz impulses

Belgrade

Example correction

 Vdrift = 5.4 cm/μs      ttrigger = 545 ns
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TPC endcap transparencyTPC endcap transparency
w/o FEE

with FEE
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Tracks distortions in barrel and Tracks distortions in barrel and endcap TPC partsendcap TPC parts
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MPD Endcaps structure



PP00 = = 900 MeV 900 MeV

Pseudorapidity dependence Pseudorapidity dependence 
η < 1



PP00 = = 900 MeV 900 MeV

Pseudorapidity dependence Pseudorapidity dependence 
After end-cap flanges

η > 1



Tracks reconstruction with ActsTracks reconstruction with Acts

Prelim
inary

Prelim
inary



Fake tracksFake tracks

Prelim
inary

Prelim
inary
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MPD  databases  

✔ List of MPD members & authors
✔ MC  events mass productions 
✔ LogBook for Experiment
✔ TPC DB

- TPC geometry
- TPC calibration
- TPC alignment parameters

✔ TOF  calibration
✔ ECAL instrumentation
✔ ….

Free for   the users
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MPD MC data MPD MC data massmass production production
    MC events MC events 

    > 1300M> 1300M
Reconstructed eventsReconstructed events

      > 500M> 500M



  MC Data set for MPDMC Data set for MPD
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  Software for physics analysesSoftware for physics analyses
ExperimentExperiment

Physics analysesPhysics analyses

  FlowFlow
  FemtoscopyFemtoscopy
  DileptonsDileptons
  Stopping powerStopping power
  Particles decayParticles decay
   …    … R
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Tier-1 Tier-2 GovorunCloud
NICA 

cluster

UNAM

LIT LIT 
EOSEOS

Polytech MSC

Lustre
Ultra-fast 
storage

MICC basic facility

• NICA offline cluster 300 cores(limit for users)
• GOVORUN up to 3260 cores in last production
• Tier1 1400 cores
• Tier2 1000 cores
• Clouds(JINR and JINR Member States) 70 cores
• UNAM(Mexico University) 100 cores
• National Research Computer Network of Russia (now 

resources from SPBTU and JSCC) 672 cores
Mass production storages integrated in Dirac File Catalog have 
size 4,2 PB. 

  NICA distributed computingNICA distributed computing



Distributed system for processing and data storage for experiments at 
the Complex NICA

Data flow rates 
100 Gbps

  Data processingData processing



31/31

Thank you for attentionThank you for attention

    WelcomeWelcome
               to MPD                to MPD 

MM
PP
DD
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