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What is NLP?

* NLP (Natural Language

Processing) is a branch of Artificial
Intelligence

machine learning dedicated to
the recognition, generation, and
processing of spoken and
written human speech.

* NLP is at the intersection of the
disciplines of artificial

intelligence and linguistics.
Linguistics
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What is NER?

* There are specific approaches from
the NLP domain for the task of
Named Entity Retrieval (NER).

Artificial
* Named entities include names of Intelligence

people, countries, cities, continents,
organizations, etc.
, there \

K‘In Sunny-, the capital of
lived a young man named . He worked

for[Green Planeﬂ, an international
organization that focused on ecology and
Qustainable development.” /

ORG
organization

Linguistics
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In what areas of science can NER be applied?

Processing
of scientific
literature

Trends and
meta-
analysis

Data
analysis

Experiments
data
processing
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Machine
Rule-Based Learning-
Approach Based

Regular ALCEEE Neural
expressions networks

Templates

_ Linguistic
Hybrid features
Approach

1 What are NER services and how they are used in business from A to Z (prac /ru/articles/763542/ (Accessed 27.10.2024).
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Overview of NER capabilities on
the example of analyzing the
Institute’s internal service data




System for planning and logging excursions at JINR

* The system for planning and logging S
excursions at JINR is an internal service of = October 2024
the Institute, which has been functioning
for more than 2 years.

e The core of the system is a database that
allows entering and storing information
on excursions.

e Currently, over 600 excursions have
already been accumulated in the
database since 2022.
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Counting statistics

The system has developed
functionality for obtaining statistical
data on conducted excursions such
as:

 Number by target audience

* Number by visited laboratories

 Number by visited areas

* Number by language

 Number by country of target
, audience
since

20231 ° Number by city of target audience

 Number by organizations of target
_ audience

’ 1" b “
.
2 » : \ ‘ ‘
- " %0 h 2
" " o 1 il 114 ‘ 1o
7 ‘.
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Problem: there were no special fields

= [@ Send anew request for the organization of excursion

until 2023

Facility Areas Date* Start time Stop time

.......... 12:00 14:00
Guide Responsible Participants*

20

Event” @ Target audience” Language™ Arrival Format™

excursion for schoolchildren, Moscow school 1514 % Schoelchildren from ather towns English ' ' On foot ' ' Offline

() Bybus () Online

Country of the Target audience @ City of the Target audience @ Organization of the Target audience €

Select avalue... v Select a value... v Select avalue... v

Additional info

Enter...

A SEND

0 Until 2023: all information was contained only in the Event field, which is filled out by the organizer in a free form
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Nuances of free-form texts

Event (free-form) Language

JKCKypcma y4u-ca NpegyHmnsepcutapua HUAY MIXED (Russian & English)
MW®W/Excursion to the Pre-University of the NRU MEPhI

TV "Kazakhstan" ENGLISH

3KCKYypCKA ANA CTyAeHToB YHMBepcuteTa «dybHa» RUSSIAN

excursion for students Dubna University ENGLISH

COTPYAHUKN HCTUTYTa aCTPOHOMMYECKUX UCC/IeA0BAHUN RUSSIAN

(Cepbua)

*  Ambiguity

* Structural differences
* Language mixing

* Errors and misprints
e Contextual nuances
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The aim of the research

The aim of the research is to find a tool that allows for the automatic
extraction of location and organization names as accurately as possible, in
order to fill in the gaps in the data for over 600 conducted excursions.

The obtained results will allow to form a correct statistical picture of all
excursions conducted at the Institute using the JINRex system.
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Choosing an approach to solve the task

Since the Event title is a free-form text and locations and organizations of the
target audience is not limited to a predefined list, it doesn’t seem possible to
create a universal algorithm based on a rule-based approach to extract
information about countries, cities and organizations (such as regular
expressions).

This is the reason for choosing machine learning based tools.
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Specifics of texts in Russian

The Russian language has a certain unique specificity, different from a number of other
languages. In particular, unlike English, in Russian words are inflected in cases.

Thus, the name of the same organization can be represented by different variants:

1. JKcKypcua gna MocKOBCKOro yHuBepcuteTa.

2. MOCKOBCKUM YHUBEPCUTET

lgnoring these features in computerized text processing can distort the resulting statistics.
However, when translated into English, these specifics are leveled out:

1. Excursion for Moscow University.

2. Moscow University.
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The general idea

1. Obtain a sample of text data of the Event titles.

2. Translate all texts into Russian and English.
Thus we get three datasets:
1. Texts “asis” (mixed-language texts).
2. Texts translated into Russian.
3. Texts translated into English.

3. For each variant of the obtained datasets, manually mark up named
entities and their groups (tags or classes).

4. For each dataset, obtain the results of the markup with the appropriate
tool.

5. Compare the obtained results with the manual markup and quantify the
matches.
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Manual tagging

Delegation of the Institute of Oriental Studies of the e .
. ) scientists from China
Russian Academy of Sciences J’

!

ORG Instltutelof Criental Stu@1e5 of the L.OC China
Russian Academy of Sciences

: . : TV "Kazakhstan™
excursion for students 01: Dubna University | | . |
ORG |Dubna University LOoC Dubna ORG | TV "Kazakhstan" LoC Kazakhstan

Delegation of the INatlona[ Academy of Sciences of Belarus
National Academy of
Sciences of Belarus

ORG LoC Belarus
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Existing tools

Four machine learning tools were investigated for the task of named entity
extraction: the NER module of Natasha library (for texts in Russian) and three
different pre-trained neural network language models (for mixed-language

texts).

Practical comparative analysis of named entity recognition methods for JINR digital services
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Natasha?

,_The Natasha Project

o Natasha — a high—quality compact
* tokenization, solution for extracting named entities

The Matasha library solves basic problems of natural Russian

o Word embedd”’]g' language processing: segmentation into tokens a_nd sentences,
morphological and syntactic analysis, lemmatization, and named
entity extraction. For news articles, the quality of all tasks is

Natasha? solves basic NLP tasks for Russian language:

® morphology tagging, comparable or superior to existing_solutions. The library supports
Python 3.5+ and PyPy3, does not require a GPU, and depends only
| . . on Numpy.
* |lemmatization
’ In this article, we'll look at how Matasha sclves the problem of The model is trained on news texts. On other topics, the guality is werse.
extracting named entities. The stand demonstrates the search for The demo stand responds with a delay and processes the first 1088 words.
b phrase normallzatlon’ substrings with names, toponyms. and organizations:
o .
Syntax parSI ng’ BypaTna W 3abaikansckuid kKpal nepefaxel vz Cubupcroro [

defepansHoro okpyra (C®0) B coCTae [JantHeBOCTOYHOO
“text": "BypATHa",

° H 3 (A®0). COOTESTCTEYLLWA yKas NoANMCcan Npe3uaeHT BnagumMup . . .
N ER tagglng ’ MyTHH, LoKYMEHT onyBAMKOBaH HAa ODMUMANEHOM UHTEPHET— 3 normal®: EypATHA
NopTane NPAEOECH MHMDOPMALMK. 3TUM e YKaZ0M raea {’
° H roCyoapcTeEa NOPYYHA DYKOBOAWTENK CEOSR AAMWHKUCTRALMM “text”: "2afafikansckui xpai”,
fa Ct eXtra Ctlon * YTEEDAWTE CTRYKETYDY W WTATHYK YHCNEHHOCTE ANNAPaTOR “normal™: "3afaikanbckuid kpai"
MOMHOMOYHBIX I'IPE,JJ,CTE.BHTEHEE NPeznaeHTa B 3TUX AEYX s
. oKpyrax. Nocne WCKNKYeHKWA BYPATHM W 3a0alKanea B COCTaE: i
NER module uses Slovnet NER model* internally. GO0 oCTamce AecnTs perworon: ANTal, AnTaiickuit Kpaii rtext™: “cutperoro gesepanororo ooy (Ce0)”,
MpkyTcraa, Kemepoeckan, Hoeocubupckas, OMckas u ToMcxas ' normal®: "CHBHpCKWR genepanchui okpyr (Co0)
o . . obnacTu, KpacHoApckMA Kpai, Tyea v Xakacua, JerCcTEY oW MM {’
Avallable entlty groups (tagS) PERI Locl ORG NOANPELOM NPe3KASHTA B 3TOM OKPYre ABNAETCA DbIBWMA “text": "fankHesacTouHore {(460)",
ryﬁepHaTop CepacTonona, 3KC-3aMecTUTe/e KOMaH AYOULEro “normal™: "OaAbHESOCTOMHNA (%0}
2 GitHub - natasha/natasha: Solves basic Russian NLP tasks, API for lower level Natasha UepHomopckum ¢noTom Poccum Ceprei Menaiino. B cocTase {}
. . . . . 090 oTHeIHe 11 cybrekToB. MoMumo BypaTuu v 3abafkaness, 310 . L. .
projects [Electronic resource]. URL: https://github.com/natasha/natasha KanmaTc i, MPUMOpCKHIA 1 XabapOBCKMi Kpas, AMypCKas, CESXE: “anedwnp TyTAN”,
(ACCGSSEdZ 27.10.2024). Eepefickan aBToHOMHAR, MaragaHckas ¥ CaxanwHckas obnactu, a 22:2:{ Enaaumap MyTaK",
3 Natasha — a high-quality compact solution for extracting named entities from news Takke JkyTua u 3ykoTka. [lansHesoctoutoe NoAnpeAcTEo "first™: "Enamawp”,
. i . . . . EO3rNaenfet KOpui TPYTHEE, COEMELLAMWMA 3ITY AONMHOCTE C "lastt: MyTHH"
articles in Russian [Electronic resource]. URL: https://natasha.github.io/ner/ NOCTOM BULE -MPEMbEDA B MPABMTEALCTEE POCCHM. D48 panbHble }
(Accessed: 27_10_2024)_ oKpyra GeINK COZAAHE B Mae 2000 roga e COOTERTCTEMM C s
4 . B ; YHAZOM NpesuaeHTa MyTHHa. 1
GitHub - natasha/slovnet: Deep Learning based NLP modeling for Russian language “text": "BypaTwu",
. . “normal™: "BypATHA"
[Electronic resource]. URL: https://github.com/natasha/slovnettner ), v
(Accessed: 27.10.2024). . N P .
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H ug g i ng Face5 ¥ Hugging Face

HuggingFace> — the platform
where the machine learning
community collaborates on
models, datasets, and
applications.

It has a repository of pre-trained
models for a wide range of tasks,
including computer vision,
auditory processing, and natural
language processing.

> Hugging Face — The Al community building the future. [Electronic resource].
URL: https://huggingface.co/ (Accessed: 27.10.2024).
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Computer Vision
Depth Estimation
Object Detection B
Text-to-lImage [

Image-to-Video B

2

X Video Classification

Zero-Shot Image Classification

Libraries Datasets Languages Licenses Other

Image Classification
Image Segmentation
Image-to-Text E  Image-to-lmage
Unconditional Image Generation
[t Text-to-Video

Mask Generation

Zero-Shot Object Detection Text-to-3D

Image-to-3D & Image Feature Extraction

#  Keypoint Detection

Matural Language Processing

Text Classification

Token Classification

# Table Question Answering 89 Question Answering

Zero-Shot Classification %4 Translation

[ Summarization ==

[»  Text Generation

Feature Extraction

Text2Text Generation

Fill-Mask Sentence Similarity
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Choosing models from HuggingFace
by Most downloads

% Hugging Face ¢ Models Datasets Spaces @ Posts Docs Pricing ~= Login @SEGESS
Libraries Datasets Languages @ Licenses Models 4! Full-text search 11 Sort: Most downloads
Other

1 & FacebookAI/x1lm-roberta-large-finetuned-conll03-english

O Reset Tasks Multilingual
Natural Language Processing
ificati & Babelscape/wikineural-multilingual-ner s .
Token Classification 2 7 pe/ g 7 Multlllngual
—_—Ulabaherdt e J oo do M LD
3 £ dslim/bert-base-NER
English
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FacebookAl/xim-roberta-large-finetuned-conll03-english®

XLM-RoBERTa® is a large multilingual language model
pre-trained on 2.5TB of filtered CommonCraw!* data
containing 100 languages including Russian and
English.

* Based on Facebook's RoBERTa model, released in
2019.

* Model size: 560M params.
* Entity groups (tags): PER, LOC, ORG, MISC.

*CommonCrawl’ is a corpus of web data consisting of
250 billion pages in different languages over 17 years.
It contains raw web page data, metadata and text
extracts. A free and open corpus since 2007. Cited in
over 10,000 scholarly articles. 3-5 billion new pages
are added every month.

Inference API 4 Cold ~

&% Token Classification

IKCKYPCKUA ANA CTyAeHToB MOCKOBCKOro rocygapCcTBEHHOMD YyHUBEpPCUTETa MM, M. B.
NomoHocosa [/ excursion for students of Lomonosov Moscow State University

Compute

IKCKYPCHA ONA CTyaeHToB MOCKOBCKOID rocyapcTBeHHONo yHUBepcuTeTa uM. M. B.

NomoHocoBa (519 / excursion for students of Lomonosov Moscow State University G519

output

6 FacebookAl/xIm-roberta-large-finetuned-conll03-english - Hugging Face [Electronic resource]. URL:
https://huggingface.co/FacebookAl/xIm-roberta-large-finetuned-conll03-english (Accessed: 27.10.2024).

7 Common Crawl - Open Repository of Web Crawl Data [Electronic
https://commoncrawl.org/ (Accessed: 27.10.2024).

resource]. URL:
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Dataset Version Sentences Tokens PER ORG LOC MISC OTHER

Babelscape/Wikineural®

WikiNEuRal EN 116k 2.73M 51k 31k 6Tk 45k 2.40M
WikiNEuRal ES 95k 2.33M 43k 17k 68k 25K 2.04M
BabEIscape/Wikineural-mUItiIinguaI-ner iS WikiNEuRal NL 107k 1.91M 46k 22k 61k 24K 1.64M
a mUItIIInguaI Ianguage mOdEI Supportlng 9 WikiNEuRal DE 124k 2.15M 60k 32k 59k 25Kk 1.87M
languages (Dutch, English, French, German,
. . . . WikiNEuRal RU 123k 2.39M 40k 26k 89k 25k 2.13M
Italic, Polish, Portugese, Russian, Spanish).
WikiNEuRal IT 111k 2.99M 67k 22k 97k 26k 2.62M
* Pre-tralned On the WikiNEuRal FR 127k 3.24M  Tek 25k 101k 29K 2.83M
Babelscape/WikiNEuRal corpus® for N
. . WikiNEuRal PL 141k 2.29M 59k 34k 118k 22K 1.91M
Named Entity Recognition (NER).
WikiNEuRal PT 106k 2.53M 44k 17Tk 112k 25k 2.20M
 Model size: 177M parames.
s wikineural © O like Dataset card

 Entity groups (tags):
PER, LOC, ORG, MISC.

test_en - 11.6krows v

tokens ner_tags

sequence sequence

[ "On", "this", "occasion", "he", "failed", "to", "gain", "the", "support", "of", “"the",

"South", "Wales", "Miners®, *'", "Federation", "and”, "had", "to", "stand", "down", "." ] [0,0,0,0,0,0 0,0,0,0 0, 3,4,4,4, 4,0,0,0, 0,80, 0]
[ "On", "both", "these", "occasions", "he", "was", "backed", "by", "the", "South",

"Wales", "Miners®, *'", "Federation®, *,", "but", "he", "was", "not", "successful®, "." ] [®,0 0, 0,0,0 0,0,0, 3,4,4,4,4,0,0, 0 0,0,0, 0]
.[‘\"l:e . .“'%SD , "appeared", "as", "himself", "in", "the", "1996", "film", *\"", "Eddie", [0,0, 0, 0, 0,0, 0 0, 0 0 7, @, 0]

[ "The", "Colorado", "Rockies", "were", "created", "as", "an", "expansion", "franchise",

"in®, "1993", 'and", "Coors”, "Field", "opened", "in", "1995", ".* 7 [©, 3, 4,0, 0,0 0,00,0 0, 05, 6,0, 0 0, 0]
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Babelscape/Wikineural®

Babelscape/wikineural-multilingual-ner is

a multilingual language model supporting 9 . |nference API & Cold
languages (Dutch, English, French, German,
Italic, Polish, Portugese, Russian, Spanish).

&2 Token Classification Examples -

IKCKYPCUA ONA CTYAEHTOB MOCKOBCKOro rocyAapcTBEHHOMO YHMBEPCUTETA MM, M. B.

* Pre-trained on the NomoHocosa [ excursion for students of Lomonosov Moscow State University
-~ 4
Babelscape/WikiNEuRal corpus® for
Named Entity Recognition (NER). Compute
 Model size: 177M params. IKCKYPCHUA ANA CTYAEHTOB MOCKOBCKOrO rocyfapCcTBEHHOMO YHUBEPCUTETa UM. M. B.

Nomorocosa M8 / excursion for students of Lomonosov Moscow State University G3l9

* Entity groups (tags):
PER, LOC, ORG, MISC. >mputation time: 0.042 output

8  Babelscape/wikineural-multilingual-ner -  Hugging Face [Electronic  resource].  URL:
https://huggingface.co/Babelscape/wikineural-multilingual-ner (Accessed: 27.10.2024).
°  Babelscape/wikineural - Datasets at Hugging Face [Electronic  resource].  URL:

https://huggingface.co/datasets/Babelscape/wikineural (Accessed: 27.10.2024).
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dslim/bert-base-NER19

bert-base-NER!0 js a BERT-base

model fine-tuned on English # Inference API © ¢ warm ~
vers i on Of t h e Sta N d 3 rd CO N LL_ &2 Token Classification Examples W
1 1+1 IKCKYPCKMA ANA CTyAeHToB MOCKOBCKOro rocydapcTBEHHOMO YHMBEpCUTETa MM. M. B.
2003 Na med Entlty Recognltlon NoMoHocoBa [/ excursion for students of Lomonosov Moscow State University )
dataset??.
Compute
¢ MOde' Slze : 108 M pa ra m S * IKCKYPCHA AnA cTyaeHTos Mock oic (I8 k o (88 ro rocy1apcTEEHH O ro

yHuBepcuTeTa MM, M EED . B. /1 E) omoHocoBa [/ excursion for students of Lomonosov

° Entity groups (tagS): Moscow State University G519
PER’ LOC, ORG’ MISC. Computation time: 0.046 5 Out ut

10 dslim/bert-base-NER . Hugging Face [Electronic resource]. URL:
https://huggingface.co/dslim/bert-base-NER (Accessed: 27.10.2024).

1 Erik F. Tjong Kim Sang and Fien De Meulder. 2003. Introduction to the CoNLL-2003
Shared Task: Language-Independent Named Entity Recognition. In Proceedings of the
Seventh Conference on Natural Language Learning at HLT-NAACL 2003, pages 142-147.
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Texts "as is”
(mixed-language texts,
Russian & English)

Texts translated into English

)

|

|

_l

|

|
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Manual
entities extraction

tagging

RoBERTa
entities extraction

tagging

Wikineural
entities extraction

tagging

Manual
entities extraction

tagging

RoBERTa
entities extraction

tagging

Wikineural
entities extraction

tagging

BERT-base

—» « entities extraction

tagging

Manual
entities extraction

tagging

Natasha
entities extraction

tagging

named entities

named entities

Comparative
analysis

Comparative
tags analysis

named entities

Comparative
analysis

Comparative
analysis

named entities

Comparative

analysis

named eng#es

Comparative
analysis

tags

omgzb

OWBEP

Omgab

OU’JEE}'

omgzb

omggb

Q@

A. Number of all entities found
1. of them with LOC tag
2. of them tagged with ORG
B. Number of correctly

tag)
C. Number of correctly

correct tag)

defined locations (correct name and correct

defined organizations (correct name and

Conclusion
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Analysis of the results

Number of Number of Number of Number of

(percentage) (percentage)

(percentage) (percentage)

Natasha (RUS) 61,82% 83,33% 52,73% 67,86%

RoBERTa (MIX) 70,91% 81,18% 65,45% 70,59%

RoBERTa (ENG) 62,07% 78,31%

65,52%

Wikineural (MIX) 80,00%
Wikineural (ENG) 63,79% 83,13% 53,45% 59,04%
BERT-base (ENG) 65,52% 91,57% 46,55% 60,24%
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Findings

1. The best extraction of organizations is when using RoBERTa model on
English texts.

2. The best extraction of locations - when using Wikineural model on mixed-
language texts (“asis”).

3. Wikineural has a significant “skew” towards locations. It was noticed that
some organizations are marked as locations.
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The idea of the final algorithm for named entity
extraction using selected models

”___:

Multilingual texts
("as is")
Translate
into
English
g:ﬁil:se:){t?z]action RoBERTa
* tagai « entities extraction
. | agging B
named entities
¥
Translate tags
|ntc_: tags
English
entities in English
entities in English
¥ A
Merge
Drop
duplicates
/ ’-_--7-\\/\’
e L \\\ p
{\ R ) l_\ ?xtmf:red
/  organizations \\ ceaiiony
{ :|
A g ~
. e
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Conclusion

This work is a first step towards understanding the capabilities of NER-
tools to process and analyze wide range of data generated during various
tasks of the Institute activities.

The RoBERTa and Wikineural models seem to work well with the
extraction of named entities, which was shown by applying these models
to text data processing for one of the JINR internal services - the JINRex
excursion planning and logging system.

The obtained results will allow to form a correct statistical picture of all
excursions conducted at the Institute using the JINRex system.

Such tools can be used on any text data for which it is necessary to solve
the NER problem, including data from internal services of JINR, such as the
analysis of scientific publications, network traffic, etc.
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Thank you for your
attention!
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Why we can't use standard text preprocessing techniques?

Standard

Real texts from database preprocessing
technique

Result

1 online excursion for schoolchildren, lyceum 6 Dubna city

2 Yyawmeca Npe3ngeHTcKoro pusnko-matematudeckoro anuea No 239 r.CaHKT- Tokenization
MNeTepbypr

”n u

[“online”, “excursion”, “for”, “schoolchildren”,
”cheum”' II6H’ IIDubna”’ Ilcityll]

n o«

[“Yyawmecs”, “MpesngeHTtckoro”, “dusmnko-
maTtemaTtuyeckoro”, “nnuen”, “No”, “239”,
“r.CaHkT-MeTepbypr”]

1  3KcKypcus yu-ca MNpeayHusepcutapusa HUAY MUK /Excursion to the Pre-

n

[“OkcKypcma”, “yuca”, “NMpeayHusepcuTapma”,

. . Remove _
University of the NRU MEPhI punctuation ”HI/IFIy’f, ”M.MCDMExcursmn”, “to”, “the”,
and special “PreUniversity”, “of”, “the”, “NRU”, “MEPhI”]
2 TV "Kazakhstan" characters [“TV”, “Kazakhstan”]
1 npeacTtaBuTenn XapamcKOro MHCTUTYTA GU3NYECKUX HaYK U MHCTUTYTA GU3UKHK Lemmatization npegcTasutenb XapanckMn MHCTUTYT
nna3mbl (KHP) for Russian dn3nyeckmn Hayka n MHCTUTYT Ppu3mka
texts: we lose nna3ma (KHP)
cases

1 npeactaButenm XapancKoro MHCTUTYTA GU3NYECKUX HAYK U MHCTUTYTa GU3MKM
nna3mbl (KHP)

Remove stop-

2 Science School for Students of the Children’s University of the Egyptian Academy words
of Scientific Research and Technology

npeactasmutenn Xapsmckoro MHCTUTYTA
dun3nYecknx Hayk # MHCTUTYTa GU3MKM
nna3mbl (KHP)
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