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Where is (or will be) ML used in CMS?
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Front-end electronics ๏ Fast ML on ASICs for data compression in Phase 2 HGCAL

Trigger ๏ Fast ML on FPGAs for Run 3 & Phase 2 L1 trigger  
and 40 MHz scouting

DQM ๏ Automated data certification

๏ Online anomaly detection (ECAL, HCAL, muon system)

Simulation ๏ Calorimeter simulation with generative models

Reconstruction

๏ Energy and mass regression (e.g., MET, photons, electrons, jets)

๏ PU mitigation

๏ Clustering (e.g., calorimeter, jets, vertexing)

๏ Particle flow

Analysis / object ID

๏ Tau leptons, heavy flavour / boosted / displace jets tagging

๏ Event classification

๏ Background estimation

๏ Uncertainties evaluation



A growing number of ML technical papers
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Most are companion to a physics results paper indicating that the 
complexity and innovation in the ML technical work behind cannot 
be simply summarized anymore with a citation of external work 



Why publish ML models?
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To preserve, reuse, and reinterpret our results!

Snowmass ‘21: Data and Analysis Preservation, 
Recasting, and Reinterpretation 


arXiv:2203.10057

https://arxiv.org/abs/2203.10057


Reinterpretation: concept and workflow
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From Sezen’s talk at Deep Dive

https://indico.cern.ch/event/1355548/contributions/5769528/attachments/2788899/4863377/SekmenLHML2301MLDD.pdf


Challenges of publishing ML models

• Providing sufficient model metadata (e.g. input preprocessing, etc.)


• Sharing models on an appropriate platform to enable discoverability (e.g. Huggingface, 
Zenodo, HEPData, etc.) + cross-referencing CMS analysis/publication


• Ensuring the model is in a persistent format (e.g. that can be read by future versions of 
software)


• Ensuring reusability of the model in simplified public simulation (e.g. Delphes)


• Adhering to Findable, Accessible, Interoperable, and Reusable (FAIR) Principles
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An analysis that uses ML heavily is much less accessible than a traditional

cut & count analysis based on human-engineered features



Deep Dive on ML models publication
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https://indico.cern.ch/event/1355548/

https://indico.cern.ch/event/1355548/


Recommendations from Les Houches
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https://arxiv.org/abs/2312.14575

https://arxiv.org/abs/2312.14575


ML model design: checklist
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For BDTs: petrify-bdt is a effort from within HEP to provide a more dependency-free

way of preserving and executing BDTs:

read framework-specific BDT models (e.g. TMVA XML) and output

standard-library C++ and/or Python code

From Sezen’s talk at Deep Dive

https://gitlab.com/hepcedar/petrify-bdt
https://indico.cern.ch/event/1355548/contributions/5769528/attachments/2788899/4863377/SekmenLHML2301MLDD.pdf


Implementation & Validation: checklist
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• ML training/evaluation code might not be essential in most cases but it is 
certainly encouraged (to be seen case by case)


• These guidelines go together with usual analysis preservations ones (e.g. 
analysis logic and analysis code/snippets, likelihoods cutflows, 
distributions, etc…)

From Sezen’s talk at Deep Dive

https://indico.cern.ch/event/1355548/contributions/5769528/attachments/2788899/4863377/SekmenLHML2301MLDD.pdf


Some examples from ATLAS
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https://www.hepdata.net/
record/ins2043503

https://www.hepdata.net/
record/ins1869040 

https://www.hepdata.net/
record/ins2182381

From Lukas talk at Deep Dive

https://www.hepdata.net/record/ins2043503
https://www.hepdata.net/record/ins2043503
https://www.hepdata.net/record/ins1869040
https://www.hepdata.net/record/ins1869040
https://www.hepdata.net/record/ins2182381
https://www.hepdata.net/record/ins2182381
https://indico.cern.ch/event/1355548/contributions/5769535/attachments/2789393/4864384/ML_Publish_Models.pdf


Some examples from ATLAS
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https://www.hepdata.net/record/ins2043503 https://www.hepdata.net/record/ins1827025

From Lukas talk at Deep Dive

https://www.hepdata.net/record/ins2043503
https://www.hepdata.net/record/ins1827025
https://indico.cern.ch/event/1355548/contributions/5769535/attachments/2789393/4864384/ML_Publish_Models.pdf


Surrogate models
• Main problem: the theorist might use a Delphes-simulated signal which differs from full 

CMS simulation → wrong response of the ML model


• A surrogate model as solution: neural network trained to replicate the output of the 
original ML model but using input events with a simpler set of attributes
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From Sebastian talk at Deep Dive

https://indico.cern.ch/event/1355548/contributions/5769539/attachments/2789025/4863315/SurClass.pdf


Surrogate model: toy setup
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From Sebastian talk 
at Deep Dive

https://indico.cern.ch/event/1355548/contributions/5769539/attachments/2789025/4863315/SurClass.pdf
https://indico.cern.ch/event/1355548/contributions/5769539/attachments/2789025/4863315/SurClass.pdf


FlashSim
• Universal, fast ML-based end-to-end simulation


• Targets: quickly retrainable, fast as Delphi’s, accuracy between FastSim and FullSim
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From Andrea’s talk at Deep Dive

https://docs.google.com/presentation/d/1RK0xhDzjts2QpFdjM5f_KpaAfYG6QZBcArS9ktNTw_Y/edit#slide=id.p


FlashSim Performance
• Promising results reproducing 

distributions of features of jets, 
muons, electrons, and more
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Jets

Muons



FlashSim Scenarios
• Publish FlashSim model(s) to enable reinterpretation on new generated signal


• Several possible scenarios envisioned: (1) fully general NANOAOD, (2) analysis-specific 
ntuples, (3) final analysis observables
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Where do we start?
• In general, any analysis using simple NN (or BDT) should at least publish in HEPData the 

ONNX model (petrify-bdt/xml for BDTs) similarly to what ATLAS did


- Important to document all aspects of the model, e.g. expected use/performance, input 
preprocessing, etc. along the lines of a Hugging Face model card: https://huggingface.co/
docs/hub/en/model-cards


• Other analyses using less reusable models and inputs will require a case by case 
discussion


- e.g., publish training code with toy dataset and/or train surrogate model


• We considered a few analyses and a few POGs papers where we can start applying 
recommendations
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https://huggingface.co/docs/hub/en/model-cards
https://huggingface.co/docs/hub/en/model-cards


PAG Feedback
• Several analyses shared feedback on challenges and opportunities


• EXO-22-026: Searching for new physics detecting anomalies in jets (CASE)


- Weakly supervised models require retraining for new signals => Publish training code 
alongside example trained models


• SUS-23-001: Search for Stealth/RPV stops using Double DisCo neural network method


- Several analyses use CMS-specific information not available in Delphes, e.g. b-tagger 
discriminants => Need FlashSim or similar surrogate model solution to enable 
reinterpretation


• EXO-22-015: Search for Emerging Jets with full Run 2 data


• EXO-22-020: Search for new physics with at least one displaced vertex and missing 
energy
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POG Feedback
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From BTV talk at Deep Dive

To be adopted also by JME

MLG+POG publications currently under discussion

→ candidates for ML model release:


• AK8 Particle Transformer

• AK4 Particle Transformer

• DeepMET

• ABCNet for PU mitigation

https://indico.cern.ch/event/1355548/contributions/5781515/attachments/2789127/4863515/BTV%20ML.pdf


FAIR AI Models
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• What is the right way to share training code?


• Can leverage “cookie cutter” project structure https://github.com/FAIR4HEP/
cookiecutter4fair

├── LICENSE            <- License for reusing code

├── Makefile           <- Makefile with commands like `make data` or `make train`

├── CITATION.cff       <- Standardized citation metadata

├── README.md          <- The top-level README for developers using this project

├── data

│   ├── processed      <- The final, canonical data sets for modeling

│   └── raw            <- The original, FAIR, and immutable data dump

│

├── Dockerfile         <- For building a containerized environment

|

├── docs               <- A default Sphinx project for documentation; see sphinx-doc.org for details

│

├── models             <- Trained and serialized models, model predictions, or model summaries

│

├── notebooks          <- Jupyter notebooks. Naming convention is a number (for ordering),

│                         the creator's initials, and a short `-` delimited description, e.g.

│                         `1.0-jqp-initial-data-exploration`.

│

├── references         <- Data dictionaries, manuals, and all other explanatory materials

│

├── reports            <- Generated analysis as HTML, PDF, LaTeX, etc.

│   └── figures        <- Generated graphics and figures to be used in reporting

│

├── requirements.txt   <- The requirements file for reproducing the analysis environment, e.g.

│                         generated with `pip freeze > requirements.txt`

│

├── setup.py           <- Makes project pip installable (`pip install -e .`) so src can be imported

├── src                <- Source code for use in this project

│   ├── __init__.py    <- Makes `src` a Python module

│   │

│   ├── data           <- Scripts to download or generate data

│   │   └── make_dataset.py

│   │

│   ├── features       <- Scripts to turn raw data into features for modeling

│   │   └── build_features.py

│   │

│   ├── models         <- Scripts to train models and then use trained models to make

│   │   │                 predictions

│   │   ├── predict_model.py

│   │   └── train_model.py

│   │

│   └── visualization  <- Scripts to create exploratory and results oriented visualizations

│       └── visualize.py

│

└── tox.ini            <- Tox file with settings for running `tox`; see tox.readthedocs.io
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Abstract
The findable, accessible, interoperable, and reusable (FAIR) data principles provide a framework
for examining, evaluating, and improving how data is shared to facilitate scientific discovery.
Generalizing these principles to research software and other digital products is an active area of
research. Machine learning models—algorithms that have been trained on data without being
explicitly programmed—and more generally, artificial intelligence (AI) models, are an important
target for this because of the ever-increasing pace with which AI is transforming scientific domains,
such as experimental high energy physics (HEP). In this paper, we propose a practical definition of
FAIR principles for AI models in HEP and describe a template for the application of these
principles. We demonstrate the template’s use with an example AI model applied to HEP, in which
a graph neural network is used to identify Higgs bosons decaying to two bottom quarks. We report
on the robustness of this FAIR AI model, its portability across hardware architectures and software
frameworks, and its interpretability.

1. Introduction

Breakthroughs in machine learning (ML) and artificial intelligence (AI) have had a major impact on a range
of scientific disciplines, including high energy physics (HEP), which is the study of the fundamental
constituents of matter and their interactions. In HEP, multiple experimental collaborations have used ML
techniques extensively to address a broad range of problems. For example, they were integral to the 2012
discovery of the Higgs boson [1, 2] and subsequent observation of its decay to bottom quarks [3, 4] at the
CERN Large Hadron Collider (LHC), where they were used to identify in proton–proton collisions the
nature and origin of ‘jets’ of particles produced in the collisions. In another significant application, ML was
used to identify in real time about 1000 events of interest from the 40million background events produced
each second at the LHC [5, 6]. To maximize the scientific impact and utility of AI models in HEP, we propose
a set of findable, accessible, interoperable, and reusable (FAIR) principles for them.

Our approach is inspired by community-wide initiatives that have produced guiding principles to
maximize the reuse and scientific reach of digital assets. Specifically, the FAIR principles were originally
introduced [7] as guidelines for the management and stewardship of scientific datasets to optimize their
reuse. Recently, the FAIR for Research Software (FAIR4RS) working group has developed an interpretation of
the FAIR principles specifically for research software [8–11], and FAIR principles have also been applied in
the context of benchmarking and tool development [12], and on the creation of computational frameworks
for AI models [13].

© 2023 The Author(s). Published by IOP Publishing Ltd

https://github.com/FAIR4HEP/cookiecutter4fair
https://github.com/FAIR4HEP/cookiecutter4fair


Conclusions
• Questions considered:


- what are the best practices for sharing ML models in industry? in other sciences? in HEP?

- how do we make published CMS ML models easy to find / linked to the paper?

- how do we make published CMS ML models the most useful for reinterpretation?

- what formats are CMS ML models currently stored in?

- what types of inputs do CMS ML models use (low-level CMS-specific inputs? high-level 

particle inputs?)

- how do we determine when a CMS ML model should be published (or just an efficiency 

map?)

- should we release training code as well?


• Goal: draft internal CMS recommendations to publish CMS ML models for physics/ML 
papers as part of the publication pipeline


- similar to HEPData requirements


• First attempts will not be the optimal but we need to start from somewhere…
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https://indico.cern.ch/event/1083851/ https://indico.cern.ch/event/1233294/

From Lukas talk at Deep Dive

https://indico.cern.ch/event/1355548/contributions/5769535/attachments/2789393/4864384/ML_Publish_Models.pdf


Backup



FAIR Data Principles
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https://www.go-fair.org/fair-principles/

Image: book.fosteropenscience.eu

https://www.go-fair.org/fair-principles/
http://book.fosteropenscience.eu


FAIR Data Principles
F1. (meta)data have unique and persistent identifier 
F2. data are described with rich metadata 
F3. metadata specify the data identifier 
F4. (meta)data are registered or indexed in a searchable 
resource
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FAIR Data Principles
F1. (meta)data have unique and persistent identifier 
F2. data are described with rich metadata 
F3. metadata specify the data identifier 
F4. (meta)data are registered or indexed in a searchable 
resource

A1. (meta)data are retrievable using standardized protocol 
A1.1 protocol is open, free, and universally implementable 
A1.2 protocol allows for authentication and authorization 
A2. metadata are accessible, even when the data is not
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