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Outline
A. Makhnev:
• Geometry & support structure
• FEE & LED boards assembly status, 
• HGND assembly & mechanical mock-up

D. Finogeev:
• Readout board: development & tests
• Status of the DCS & readout software
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Detector arrangement
• Detector for high-

energy neutron flow 
measurement

• ToF method with T0 as 
the “start” signal source

• 7m measurement 
distance

• Detector is split into 2 
“blocks” for improved 
acceptance
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Detector “block”

• Each block consists of:
• A VETO-layer
• 8 Cu absorbers
• 8 sensitive layers

• 11x11 grid of scintillatiors 
each 

• Assembly is light-tight and air-
cooled

• Framing is built with light-weight 
Al profiles
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Detector layer

• Each layer consists of:
• 11x11 grid of individual 

scintillatior tiles
• A front-end readout board
• An LED calibrator board

• Layer is assembled in a light-tight 
3D-printed casing

• Readout boards connects to the 
data collection equipment via 
edge connectors
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HGND electronics architecture
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Front end electronics

– 20dB amplification
– 2.2 nV/ 𝐻𝐻𝐻𝐻 noise 

level
– Per-channel supplies
– Variable threshold 

(common for the 
half-layer)

– LVDS output
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LED pulser

– LVDS-driven
– Buffer network with 

terminated 
impedance-matched 
traces

– Simultaneous 
illumination of all 66 
channels
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HGND support structure

• Support structure allows for:
• Lateral movement of the 

detector
• Height adjustment
• Angle adjustment
• Adjustment of the distance 

between blocks
• Total weight: ~800 kg 11



HGND support structure
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HGND support structure
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HGND support structure
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HGND mechanical mock-up

• A mock-up of the HGND block 
has been assembled at INR

• Mock-up allows to test:
• Loading-unloading of the 

converters using hoists
• Mounting-unmounting of the 

detector layers
• Framing deformation and sag 

under load
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HGND test assembly

• A prototype of the FEE board is 
under assembly

• A prototype of the LED board is 
under assembly

• A prototype case for the detector 
layer is completed

• The mockup is ready and all 
assembly operations have been 
checked.

• The support structure is in 
production.
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FEE & readout architecture

FEE board

Readout board

• 16 LED boards
• 32 FEE boards
• 8 Readout boards
• 3 FPGA per board
• 84 channels per FPGA
• 2000 channels in total

PCIe connector



• 100 ps TDC is implemented in Kintex 7 FPGA, 84 channels per FPGA chip (2000 total)
• White Rabbit (WR) is used for event’s time synchronization (8 links total):

o TDCs use clock sourced from WR synchronous to whole BM@N
o WR timestamps are assigned to measured events

• Ethernet UDP protocol (IPbus [1]) is used for data forwarding and board control 
• Local network connect readout boards (8 ethernet links) with FLP

• The maximum HGND channel load is 3 kHz. The event size is 7x16 bits. The upper limit per 
link is not exceed 100 Mbit/s. The continuous readout is implemented without busy signal.

• The trigger is processed on FLP site:
o Trigger signal is connected to TDC channel and digitized with WR timestamp in FPGA
o Message trigger accompanied by a timestamp is transmitted to FLP for event selection

[1] C. Ghabrous Larrea, K. Harder, D. Newbold, D. Sankey, A. Rose, A. Thea and T. Williams, IPbus: a flexible Ethernet-based 
control system for xTCA hardware, JINST 10 (2015) no.02, C02019. 18

Readout & trigger
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HGND readout proto_v2

The 2-channels TDC prototype V1
connected to HGND scintillator cells
telescope

The RMS of single TDC channel is 42ps.
Measured with the data generator DG2040
(Cycle-to-Cycle Jitter 5ps).

The readout board prototype V2:
* The only setup currently soldered on the board is 
the White Rabbit configuration. 

• The 100 ps FPGA TDC is designed and tested with pulse 
generator, cosmic muons and e- test beam [2].

• The readout bord prototype V2 is designed and assembled 
(White Rabbit)

• 33 channels via PCIe + 6 channels via SMA (LEMO)
• 20 GPIO pins (debug + trigger)
• White Rabbit facility
• MCU functional: threshold comparator control, PTC 

sensor.

[2] D. Finogeev, F. Guber, A. Izvestnyy, N. Karpushkin, A. Makhnev et al
Development of 100 ps TDC based on Kintex 7 FPGA for the High Granular Neutron
Time-of-Flight detector for the BM@N experiment, DOI: 10.1016/j.nima.2023.168952

TOT amplitude resolution is in 
range 14 - 22%
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HGND readout proto_v2 WR tests at JINR (16 – 17 of April)

HGND readout proto_v2 connected to WR master at JINR 

WR TX clocks 62.5 MHz:
orange – WR master; pink – WR slave (hgnd)

Clock sync jitter ~35ps (measure on FPGA output buffers)

WR tests at JINR conclusions:
• WR synchronization works
• Tx timestamp error (reason found: generic fifo synthesis bug)
• EEPROM not works (fixed – I2C wires swapped)

Next steps June - July:
• WR error fix +  project modification (mmcm replacement with pll) 
• Combining WR + Ipbus + TDC FPGA modules
• 33 channels TDC tests
• Next round of WR tests at JINR
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39 TDC + WR + IPbus FPGA design

FPGA bank full of TDC ch (12)

• 39 TDC FPGA design was prepared
• Now xc7k325 is used (EvB – 10 banks), xc7k160 will be used on readout board
• xc7k160 has 8 banks: 7 * 12 = 84 TDC channels + 1 bank for utilities

• TDC pairs routing per bank in sequential and mixed pattern will be tested
• TDC + WR + IPbus design prove of the concept will be shown
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 Front-End connectors pinout and schematic
 White Rabbit periphery schematic
 Board geometry and connector positions (May 

2024)
 Power supply schematic (June-July 2024)
 TDC tests with prototype v2 (June – July 2024)
 FPGA pinout and schematic (June-July 2024)
 Board routing (August-September 2024)

HGND readout board routing status:



• The detector control system consists of 2 independent modules: frontend and backend
• The backend is a C++ server running on a DCS computer in the same network with detectors.
• The server part provides write/read operations to the detectors via an IPBus connection to the control and data 

acquisition board. 

• Frontend is the user interface for this backend. It can be implemented in various ways; the key parameters are reactivity 
and an ability to establish a connection via websocket with the server part. 

• The current version is the Vue web application (open-source JavaScript framework).
• The interface can be run either on the DCS computer or on the operator's computer, provided that the port is available.

The topology of the DCS & readout software
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The threading scheme of a C++ backend
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HGND readout & DCS readout test setup

HGND proto_v2 and EvB connected to 
gigabit switch for readout tests

Synthetic tests for proving the concept of developed software architecture
 Data & trigger FPGA emulator
 400 Mbit/s data readout per board (100 Mbit is required)
 800 Mbit/s readout rate with 2 boards was achieved (is the estimated rate for HGND with 8 links)
 Data sorting by trigger selection with two links readout: data rate 2.6 MHz (10 kHz/channel), trigger rate 10kHz.
 Data flow (soft emu) & DCS commands test on BM@N FLP
 Next: Preparing software for TDC tests

HGND DAQ & DCS GUI current view 



26

Conclusions
• Status of the FEE & support structure

• A prototype of the FEE board is under assembly

• A prototype of the LED board is under assembly

• A prototype case for the detector layer is completed

• The mockup is ready and all assembly operations have been checked.

• The support structure is in production.

• Status of the readout board development:

• The White Rabbit setup was tested at JINR: Clock synchronization works but the timestamp 

synchronization failed, reason found, required new test

• June – July 2024: TDC tests with 33 channels (time scan, pulser, cosmic)

• Working on the design of the full scale readout board: board routing (August  -September 2024)

• The DCS & readout software:

• Required throughput was achieved

• Data sorting tests was performed

• Working on software integration tests (FLP at BM@N)

• June – July: Using software readout & control for TDC tests
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Thank you for your attention!



BACKUP
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• TX timestamps is sent with two OOB packets
• LM32 request 2 OOB packets for  reading TX timestamp: packets  addr 11000 and 10000: 

• While reading two OOB packets in ‘TX framer’ fifo rise empty one cycle early
• latching fifo_empty signal for one cycle mitigates the error

WR shell 
with error

WR shell 
after fix

• Module wr-cores\modules\wr_endpoint\ep_tx_header_processor.vhd
(line 341) send tx timestamp while processing two OOB packets

• OOB packets are requested by LM32. Request is processed by wr-
cores\modules\wr_mini_nic\wr_mini_nic.vhd with pushing data to 
‘TX_FIFO: generic_sync_fifo’.

• This fifo is read in wr_mini_nic while sending packets in 
ep_tx_header_processor.

• While reading the fifo the empty flag is raised one cycle earlier
• This move FSM to tx_end_packet state and second OOB is not sent
• Tx timestamp is missed because of single OOB packet
• By delaying (latching) fifo_empty by single cycle, mitigates the error “tx

timestamp never became available”.



The 100ps FPGA TDC 
principle of operation

300ps

100ps

200ps

400ps period clocks rising edges (sourced from WR) 

TOT comparator

WR timestamp
+ (200ps) TDC time

Result time =

TOT signal 
deserialized by 
ISERDESE2

TOT signal 
LVDS IBUFDS

IDELAY

IBUFDS

ISERDESE2

IDELAY ISERDESE2

IDELAY ISERDESE2

IDELAY ISERDESE2 TD
C 

lo
gi
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White Rabbit MMCM

625 MHz

625 MHz phase 90°

312.5 MHz

FPGA
TOT signal is split and time shifted by 
IDELAY with 0, 100, 200, 300ps

The TDC is based on the Kintex-7 input serial-to-parallel
converter with oversampling capability and programmable
delay. The design is based on Xilinx recommendations, and
uses only documented features of the FPGA within its
specifications.
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The TDC time dependence on pulse time shift. Pulses are generated by
FPGA MMCM synchronous to TDC clock, and the time step is 12.5 ps.
Data was taken with PC readout, 1000 events per single time shift step.

Four TDC lines and the resulting time dependence on the pulse
time shift are shown. Pulses are generated by FPGA MMCM
synchronously to the TDC clock with a phase step of 12.5ps. The
single scan pass was taken with a digital FPGA logic analyzer.

The FPGA TDC time scan results

The TDC bin width measured with pulses synchronous to the TDC clock. Left: Typical TDC bin profile taken with a synchronous time scan. Right:
The TDC bin width distribution for both TDC channels. The bin width value taken at the amplitude level is 30% in the bin profile. The TDC bin
width distribution RMS is 20 ps. The main contribution to the TDC bin width distribution is the TDC line delay alignment step of 38.8 ps. 31
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The FPGA TDC test results

HGND scintillator cells telescope is
connected to 2-channels TDC prototype
based on KC705 evaluation board

The time difference distributions of two cells of the telescope
measured with the CAEN digitizer (left) and the FPGA TDC prototype
board (right). Time resolution is 146 ps per single HGND channel.

The time resolution measurements with the FPGA TDC prototype board
were performed with the 280 MeV electron beam on the “Pakhra”
synchrotron in LPI (Moscow, Russia).

The RMS of single TDC channel is
42ps.

The time difference distribution
between two FPGA TDC channels
measured with the data generator
DG2040 (Cycle-to-Cycle Jitter 5ps).
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[2] D. Finogeev, F. Guber, A. Izvestnyy, N. Karpushkin, A. Makhnev et al., Development of 100 ps TDC based on Kintex 7 FPGA for the High
Granular Neutron Time-of-Flight detector for the BM@N experiment, DOI: 10.1016/j.nima.2023.168952
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TOT amplitude resolution is in range 14 - 22%



The White Rabbit implementation D. Finogeev

DAC
AD5662

DAC
AD5662

VCXO
VM53S3

VCXO
CFPV45

CLK GEN
NB3N5573

GTX

PLL

IBUFDS_GTE2

BUFGBUFG

PLL BUFGBUFG

ETH clk 125MHz 
LVDS

system clk
62.5 MHz

DMTD clk
62.5 MHz WRPC

TDC

WR FPGA

IPBus

BUFG
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